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Variations in the solar wind plasma density, flow velocity, and, most impor-
tant, the direction of the interplanetary magnetic field (IMF) cause significant
changes throughout the Earth’s magnetosphere, ionosphere and on the ground
[Baker et al., 1998]. These changes can cause disruption to power distribution
systems, wired and wireless communications. With more satellites launched in
space and more ground-based measurements, understanding and predicting the
geospace environment becomes more and more important and feasible.

In the recent past, the Lyon-Fedder-Mobarry (LFM) three-dimensional global
magnetohydrodynamic (MHD) code has became a powerful approach for study-
ing the magnetosphere-ionosphere system driven by the solar wind. In this thesis,

we use the LFM code, originally developed by J. G. Lyon, J. A. Fedder, and C.



Mobarry and commonly called the LFM, to study the Earth’s magnetosphere.
The code couples a 3D MHD magnetospheric model with a 2D electrostatic iono-
spheric model and is then driven by solar wind input provided by either satellites
or physics-based models.

The goal of this thesis is to use the global MHD model to investigate and
understand the physical properties of the Earth’s magnetosphere, its coupling
with the ionosphere and to further expand the capability of the model in real

event simulations. We have studied three topics in magnetospheric physics:

e Earth’s magnetosphere with steady northward IMF:

The structure and magnetic topology of the magnetosphere with steady
northward IMF is one of the fundamental problems in magnetospheric
physics. Global MHD simulations play an important role in this study.
The community of global MHD modeling has long disagreed about whether
the magnetosphere with steady northward IMF has a long or short tail for
the nominal conditions (steady state with constant solar wind number den-
sity= 5 1/cc, Bz= 5 nT and Vsy= 400 km/s). We find here a short tail
configuration (tail length ~ 40 Rpg), which is consistent with the results
of [Gombosi et al. [1998] and Bargatze et al. [1999]. The long tail con-
figuration obtained by Raeder et al. [1995] is discussed. The differences
between the present work and the earlier results of Fedder and Lyon [1995]
are clarified by addressing the issue of transients and plasma precondition-
ing. Simulations clearly show cusp region reconnection and ionospheric
four-cell convection pattern. Our simulation observes the concave shape of
the steady magnetosphere, which was predicted by the phenomenological

analysis of Song et al. [2000].



To understand the magnetosphere with steady northward IMF and its
scaling with input parameters, we vary the magnitude of the solar wind
magnetic field Byyr and the velocity Vsy. We demonstrate that the iono-
spheric conductance is a minor effect in determining the steady magnetotail
size. Only, the transient behavior is influenced by the conductance. Based
on conservation of flux and force balance, simple analytical models are de-
rived to interpret the parametric dependences of the scaling of the tail on
solar wind conditions. The parametric dependence of 1D cuts of various
tail plasma and field quantities along the X and Z axes are analyzed. The
simulations show that during steady state, inside the tail (in the region
x<-20 Rg on the equatorial plane), the tail field B, is comparable to the
solar wind magnetic field B, and the tail field B, is nearly 0. The modeled

steady 3D current sheet profiles are also presented.

After searching the satellite observations over an 8 year period, we found
one quiet-time northward IMF event, during which the Geotail satellite
is inside the tail. A real northward IMF event, which occurred on Feb.
9, 1995, is simulated and the results are compared with the observations.
The simulated time scale for the temporal evolution and magnitude of
various components of the magnetic field agree well with observations.
This supports our model of the evolution of the magnetosphere to steady
state. Thus the simulation provides a reliable comparison of the northward

IMF steady state.

Magnetospheric substorms:

Because of their relevance to massive global energy loading and unloading,



lots of observations and studies have been made for magnetic substorm
events. In this thesis, we simulate and analyze an ideal substorm with
the MHD model. The ideal substorm is initiated by a sudden northward-
southward IMF turning. This study serves as a pictorial review of the
typical behavior of the magnetosphere and ionosphere during substorms.
The results show auroral onset and expansion, AL index dipping, dipolar-
ization, current sheet disruption, formation of the substorm current wedge,
and formation and ejection of plasmoid. There are flow channels connect-
ing the mid-tail and inner-tail region, which supports the observations that

auroral activities originate from the inner magnetotail.

Then, using nonlinear dynamical techniques, we statistically investigate
whether the simulated substorms from global MHD models have the non-
equilibrium phase transition-like features revealed by Sitnov et al. [2000].
We simulate 6 intervals of total duration of 240 hours from the same data
set used in Sitnov et al. [2000]. We analyze the input-output (vBs—pseudo-
AL index) system obtained from the global MHD model and compare the

results to those in Sitnov et al. [2000, 2001].

The statistical analysis of the coupled v B,—pseudo-AL index system shows
the first-order phase transition map, which is consistent with the map ob-
tained for the vB;—observed-AL index system from Sitnov et al. [2000].
Although, the comparison between observations and global MHD simula-
tions for individual events may vary, the overall global transition pattern
during the substorm cycle revealed by Singular Spectrum Analysis (SSA)

is statistically consistent between simulations and observations.

The coupled vB,—pseudo-AL index system shows multi-scale behavior (scale-



invariant power-law dependence) in singular power spectrum. We find crit-
ical exponents of the non-equilibrium transitions in the magnetosphere,
which reflect the multi-scale aspect of the substorm activity, different from
power-law frequency of autonomous systems. The exponents relate input
and output parameters of the magnetosphere. We also discuss the limi-
tations of the global MHD model in reproducing the multi-scale behavior
when compared to the real system. The behavior of the systems formed by
coupling vB, with other ionospheric and magnetospheric response is also

analyzed and discussed.

Magnetosphere-ionosphere coupling:

Models using the global MHD model output to simulate riometer and mag-
netometer observations are developed. The models are applied to the Jan-
uary 10, 1997 magnetospheric storm event and the results are compared
with the observations. Modeling ionospheric measurements and compar-
isons with observations are important in understanding magnetosphere-

ionosphere coupling and help to validate and improve the LFM model.

Riometers measure the changes in the absorption of very high frequency
(VHF) radio signals of galactic origin passing through the ionosphere [Rosen-
berg et al., 1991]. We develop a model to simulate riometer observations
using global MHD simulation output. We find that turbulent heating due
to electrojet instabilities is important in calculating the ionospheric ab-
sorption. A model that describes the temporally and spatially averaged
electron temperature is developed and compares with available radar ob-

servations of the electron heating. The model including turbulent heating



agrees well with the riometer observations.

Magnetometers monitor the perturbations of the ground magnetic field
produced by the ionospheric currents and the induced imaging ground cur-
rents. The model simulating magnetometer data uses the computed iono-
spheric current density distribution and the height dependence of the elec-
trojet (determined by the precipitating electron energy), to calculate the
perturbed magnetic field by implementing Biot-Savart’s law. The model
including height dependence of the current sheet reduces by 10 percent the
error compared to the fixed height model. The limitations of the global
MHD model in calculating ground observed perturbed magnetic field are

also discussed.

These three topics provide a comprehensive coverage for using global MHD
model to study magnetospheric physics. Through extensive studies of the Earth’s
magnetosphere, the overall conclusion is that the LFM model is an invaluable

tool in studying magnetospheric sciences and predicting space weather.
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Part 1

Introduction



Chapter 1

Background and Directions

1.1 Introduction to Magnetospheric Physics and

Its Relevance to Our Life

The sun has two major outputs, radiation (photons) and the solar wind. The
solar wind is the tenuous ionized gas streaming outward from the sun and ap-
proaching the speed of hundreds of kilometers per second at 1 AU. These outputs
affect geospace (region surrounding the Earth) in different ways. Radiation cou-
ples mainly in the atmosphere, driving our weather. The solar wind couples at
higher altitudes, the magnetosphere and ionosphere. The latter coupling is elec-
trodynamic. Figure 1.1 (from Kivelson and Russell [1995]) shows the schematic
three dimensional view of the Earth’s magnetosphere and the associated cur-
rents, fields and plasma regions.

Magnetopheric physics is a young research subject that studies the coupled

system formed by the solar wind, the magnetosphere and the ionosphere. A
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Figure 1.1: Three dimensional view of the Earth’s magnetosphere and the asso-

ciated currents, fields and plasma regions. (From Kivelson and Russell [1995].)

fascinating and easily observed manifestation of magnetospheric physics is the

aurora. Figure 1.2 shows a picture of an auroral display taken above Alaska.

Earth’s magnetic field acts as “wires” to transmit the solar wind energy to the

ionosphere, where the energy is dissipated mainly as heat, and to accelerate

charged particles circling fairly close to the Earth. The ionosphere in the north-

ern and southern regions acts as the primary resistor. This circuit is responsible

for the aurora. The auroral radiation is emitted by atmospheric constituents

that are excited by precipitating particles.



Aurora Borealis, Northern Lights, Alaska

Figure 1.2: Picture of an auroral display taken above Alaska (From
www.webshots.com).

Variations in the solar wind plasma density, flow velocity and most important,
the direction of the interplanetary magnetic field (IMF), cause significant changes
throughout the Earth’s magnetosphere, ionosphere, and on the ground with
serious, practical consequences [Baker et al., 1998]. These changes have been
called “space weather”. Changes in the currents flowing through the ionosphere
can cause disruption to power distribution systems, long-line telephone networks,
radio communications, and corrosion of pipelines on the ground. Changes in
the radiation environment near Earth can seriously affect satellite operations
through spacecraft charging and generation of false commands [Baker et al.,

1987, 1994).



We have just passed the peak of the solar cycle. With more satellites launched
into space, more reliance on wired and wireless communication, the impact of
this solar maximum to everyday life is quite different from previous cycles. The
increased activity level within the 3 years around the peak will bring more and
stronger events capable of disrupting geospace, the space environment in the
vicinity of Earth. Thus, understanding and predicting the geospace environment
is more and more important and feasible in space age. This has become the focus
of the study of magnetospheric physics.

In the following sections, we first introduce the global configuration of the
Earth’s magnetosphere with emphasis on the critical role of the orientation of
the solar wind magnetic field on the interaction between the solar wind and
the magnetosphere, and the important phenomenon of the magnetospheric sub-
storm. These will be followed by a general introduction on studies of the coupling
between the solar wind, the magnetosphere and the ionosphere using global,
numerical, MHD simulations. The focus of this thesis is to understand the
Earth’s magnetosphere with steady northward IMF, statistical features of mag-
netospheric substorms and magnetosphere-ionosphere coupling through global
MHD modeling. The objectives and directions of the thesis are presented in
section 1.7. In the last section of this chapter, we present the outline of the

thesis.



1.2 Global Configuration of the Earth’s Mag-

netosphere

Figure 1.1 illustrates the global configuration of the Earth’s magnetosphere. The
presence of the Earth’s magnetic field prevents direct entry of the solar wind
through the outer boundary of the magnetosphere, the magnetopause; the solar
wind is deflected around it after having been slowed down to subsonic velocities at
the Earth’s bow shock (e.g. [Kivelson and Russell, 1995]). The Earth’s magnetic
field is sufficiently strong that it can usually keep the solar wind from approaching
closer than about 10 Earth radii (Rg). The region between the bow shock and the
magnetopause is the magnetosheath. The kinetic pressure of the shocked solar
wind compresses the dipolar terrestrial magnetic field and, on the nightside of
the Earth, transforming it into a long, tail-like structure, the magnetotail. The
magnetotail consists of two lobe regions with nearly antiparallel magnetic fields.
The transition region between the lobes is called the neutral sheet. The central
part of the magnetotail, in the neighborhood of the neutral sheet, is populated
with plasma with energies of several KeV. This region, the plasma sheet, is
connected to the auroral ionosphere along magnetic field lines. Closer to the
Earth, energetic ions with energies of some tens of KeV oscillate between the
converging magnetic fields in the northern and southern magnetosphere and drift

westward under the influence of gradient and curvature drift. The westward drift



constitutes a considerable current encircling the Earth. This region at radial
distance of several Rp is called the ring current. [Kamide and Baumjohann,
1993; Lyon, 2000]

Following Maxwell’s Law, the distortion of the terrestrial dipole field into the
typical magnetospheric shape is accompanied by electrical currents [Kamide and
Baumgohann, 1993]. As shown in Figure 1.1, the compression of the terrestrial
magnetic field on the dayside is caused by currents flowing perpendicular to the
magnetic field lines across the magnetopause surface. These currents are called
the “Chapman-Ferraro” currents. The tail-like field of the nightside magneto-
sphere is formed by the tail current flowing on the tail surface and the neutral
sheet current in the central plasma sheet. Both of them are connected and form
a ©-like current system. The ring current is another large scale system which
influences the configuration of the inner magnetosphere. The greatest contribu-
tion to the ring current energy density comes from ~ 20-200 keV ions [Jursa,
1985]. The outer portions of the ring current merge with the tail current in the
plasma sheet. In addition to these purely magnetospheric currents that flow per-
pendicular to the ambient magnetic field, there is another set of currents which
flows along the magnetic field lines. These field-aligned currents connect the
current systems in the magnetosphere and its boundaries to those flowing in the
polar ionosphere. The field-aligned currents are essential for the electrodynamic

exchange of energy and momentum between these regions.



Interplanetary Field Northyfard

Interplanetary Field Southward

TNorih /

So.iar " N —
Wind

(b)

Figure 1.3: Topology of the magnetosphere in north-south plane for northward
and southward interplanetary field, according to J. W. Dungey in the early
1960s. In the steady state, the plasma flows as indicated by the short arrows.
Symbol ”"N” refers to the neutral point of the magnetic reconnection. (a) With
northward IMF. (b) With southward IMF. (From Dungey [1963]; Kivelson and
Russell [1995])

Observations have shown that the direction of solar wind interplanetary mag-
netic field (IMF) has a controlling influence in the configuration of the Earth’s

magnetosphere.  The coupling between the solar wind and the magnetosphere



is mediated and controlled by the magnetic field in the solar wind through the
process of magnetic reconnection. When regions with differently directed mag-
netic fields come in contact, it is possible for magnetic field lines to break and
reconnect. Dungey [1963] first sketched the topology of the magnetosphere for
northward and southward IMF. Figure 1.3 (from Dungey [1963]; Kivelson and
Russell [1995]) shows the schematic plots of the magnetospheric topology. For
steady northward IMF, magnetic reconnection occurs in the cusp region, where
oppositely directed field lines of solar wind and terrestrial origin, respectively,
join. For steady southward IMF, magnetic reconnection occurs on the dayside
subsolar line, turning closed field into open field lines (that is one end connected
to the Earth and the other in the solar wind). The reconnected, open field lines
take part in the antisunward motion of the solar wind and get dragged to the
nightside where the tail lobe field is enhanced. To maintain steady state, recon-
nection must occur on the nightside that feeds magnetic flux back to the dayside
through magnetospheric convection. Geomagnetic substorms occur due to the
imbalance of subsolar and tail reconnection. Lots of studies have been focused
on magnetospheric substorms [Baker et al., 1996; Lui, 1991].

Thus, in the next two sections, we discuss the general aspects of the Earth’s

magnetosphere with northward IMF and magnetopheric substorms.



1.3 The Earth’s Magnetosphere with Northward

IMF

For Earth’s magnetosphere with northward IMF, the observational features are
summarized as following:

1. Dungey [1963] first introduced the concept of reconnection at the night
side of the cusps (shown in Figure 1.3). Burch et al. [1980] reported AE-D
measurements of reverse ion dispersion together with sunward convection near
the poleward boundary of the cusp during a period of northward interplanetary
field. Later, Burch et al. [1986] interpreted a similar event in terms of cusp
region reconnection. Impulsive Alfven waves were also observed by polar orbit
satellites at the polarward edge of the dayside cusp region when cusp region
reconnection is active [Kennel, 1995].

2. In the ionosphere, two reverse convection cells on the open field lines
are added to direct convection cells at lower latitudes, making four cells in all.
Figure 1.4 shows the schematic plot of the four-cell ionospheric convection pat-
tern for northward IMF (from Kennel [1995]). The NBZ current (field-aligned
current) system [[ijima et al., 1984; Zanetti and Potemra, 1986] is responsible
for forming the two inner reverse cells opposite to the sense of cells (outer cell)
produced by region 1 current system. The auroral is brightest in regions of up-

ward field-aligned current, since precipitating electrons stream into ionosphere
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along upward field-aligned current. Two broad sun-aligned arcs are expected
when there are four convection cells. More complex patterns are also observed.
During extended northward IMF, the cross polar potential is much smaller than

for southward IMF conditions [Reiff and Burch, 1985].
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Figure 1.4: Polar cap four-cell convection pattern for northward IMF (From
Kennel [1995]). Two reverse convection cells on the open field lines are added
to direct convection cells at lower latitudes, making four cells in all.

3. A statistical study of the boundary between polar rain and auroral precip-
itation suggested that the open part of the polar cap shrinks to a small region
above 80 degrees (geomagnetic latitude) in northward field conditions [Makita
and Meng, 1983]. Fairfield [1993] reported the apparent dissappearance of the

magnetotail at the observation site X= -225 Rp during the period of strongly
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northward IMF.

4. Observations [Clauer and Friis-Christensen, 1988] have also shown that
after northward IMF turning, the convection in the dayside ionosphere started
to respond within minutes, but that it took about 20 minutes for the ionospheric
current and flow pattern to achieve its new configuration.

5. Recently [Huang et al., 2000, 2001] reported observations of 40-60 min-
utes quasi-periodic oscillation in the ionospheric velocity, ground magnetic field
perturbation and magnetospheric magnetic field observed by GOESS satellite
for northward IMF. They attributed the magnetospheric-ionospheric perturba-
tions to the excitation of standing magneto-sonic wave inside the magnetospheric
cavity.

Earth’s magnetosphere with northward IMF is relatively quiet and the mag-
netosphere is less stressed compared to the magnetosphere with southward IMF.
It is often called the quiet-time magnetosphere. Therefore, it is a good case to

study with the global magnetospheric models.

1.4 Magneospheric Substorms

The magnetospheric substorm is a dynamic reconfiguration of the magnetosphere
accompanied by strong energy dissipation, with the magnetosphere returning
from a high to a low energy state. Observations show that the kinetic energy flux

of the solar wind impinging on the dayside magnetopause with its cross-section
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of about 30 Rr (Earth radii) is about 104GW for typical solar wind conditions.
During a typical substorm event, about 10 joule of energy is deposited into the
ionosphere on a 30 minutes timescale [Kamide and Baumgjohann, 1993].

The substorm is a global phenomenon whose manifestation can be noted in
nearly all regions of the magnetosphere and ionosphere. Based on auroral ob-
servations, the magnetospheric substorm goes through three phases: the growth
phase, the expansion phase and the recovery phase. In the growth phase, en-
ergy from the solar wind is stored in the magnetosphere, resulting in a stressed
tail-like configuration. This is ‘broken’ during the expansion phase. After the
release of energy, the system slowly returns to ‘normal’ (ground state before the
growth phase) during the recovery phase. The following observational features
are summarized in several papers [e.g. Kamide and Baumjohann, 1993; Lui,
1990; Kivelson and Russell, 1995; Wiltberger, 1998|.

1. Growth phase: Following a southward IMF turning, magnetic reconnection
occurs at the dayside magnetopause. Newly reconnected field lines couple to the
solar wind and are carried towards the night side to pile up on the tail lobe. The
tail lobe field is stretched and the plasma sheet thins. The lobe flux increases
resulting in enhanced cross tail current. In the ionosphere, the polar cap area
increases and the auroral oval expands equatorward and becomes more oval
shaped. The electrojet currents are enhanced. A two cell convection pattern

forms and the cross-polar cap potential increases. This process lasts for several
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tens of minutes to an hour before substorm onset.
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Figure 1.5: Polar cap electric potential contour for southward IMF. The dashed
lines depict the negative potential cell and the solid lines show the positive
potential cell.

Figure 1.5 (from LFM global MHD simulation) shows the ionospheric elec-
tric potential contour for southward IMF. The cross polar cap potential is much
higher than in the case with northward IMF. The contours of constant elec-
trostatic potential are also streamlines of flow in the ionosphere. The dayside
reconnected field lines drives the ionospheric convection while it travels to the
nightside.

2. Expansion phase: The name expansion phase comes from the auroral ob-

servations. The substorm onset marks the start of the expansion phase. The

triggering factors for the substorm onset are still controversial [Baker et al.,
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1996; Lui, 1991; Kivelson and Russell, 1995]. The major difficulties are to se-
quence the events in the inner and mid tail and map them to the ionospheric
observations. In the tail, tail magnetic field reconnection occurs. Down the
tail 5 < |z| < 15Rg, a substorm current wedge (SCW) forms. Observations
also show particle injection, magnetic field dipolarization and impulsive electric

field penetration. Figure 1.6 (from Kamide and Baumjohann [1993]) shows a
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Figure 1.6:  Schematic plot of substorm current wedge which short-circuits
the neutral sheet current in the magnetotail. (From Kamide and Baumjohann
[1993])

schematic plot of the substorm current wedge, that short-circuits the neutral
sheet current in the magnetotail. The tail-lobe magnetic field line dipolarizes
from the tail-like configuration. In the midtail (15 < |z| < 80Rg), observations

show plasma sheet thinning, transient fast flows, and occasionally large fluctuat-

ing E-fields. In the ionosphere, at the expansion onset, the equatorward discrete
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auroral arc brightens. Pi 2 (irregular pulse of duration 40-150 seconds) bursts ac-
company each intensification. A westward traveling surge and auroral bulge are

formed. Figure 1.7 shows a schematic plot of the westward current surge. The

.......

Figure 1.7: Substorm electrojet (westward traveling current).The circles with
dot and cross, respectively, depict the field-aligned current closure of the sub-
storm current wedge (shown in Figure 1.6). The auroral bulge expands poleward,
westward and eastward.

circles with dot and cross, respectively, depict the field-aligned current closure of
the substorm current wedge (shown in Figure 1.6). The auroral bulge typically
expands poleward, westward and eastward following onset. Bright structure ap-
peared in the diffuse auroral. Observational AL index is derived from the H
component of the magnetic field monitored at 12 stations distributed in longi-
tude. It is obtained from the lower envelope of the single combined plot of the
deviations at all stations of the component H from its quiet-time value [Jursa,

1985], and is a measure of the strength of the auroral electrojet. During ex-
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pansion phase, the AL index has an obvious negative bay. Observations also
show further enhancement of the eletrojets and outflow of ionospheric ions. The
time-scale of this phase is typically 30 minutes to 1 hour.

3. Recovery phase: The distinction between the end of the expansion phase
and the beginning of the recovery phase is not so clear as the separation be-
tween the growth and the expansion phase. During this phase, in the near tail
region (5 < |z| < 15Rg), geosynchronous satellites observe drift echoes of parti-
cles injected at substorm onset, while in the midtail, the plasma sheet thickens,
typically by a factor of 2. Fast field-aligned flow appear at the plasma sheet
boundary layer. In the far-tail (|z|] > 80Rg) region, fast flows of plasmoids
(bundle of magnetic field lines) are observed [Hones, 1979]. Plasmoids have a
bipolar B, feature. The Bz perturbation consists of a positive Bz that gradually
decreases and becomes negative as the loop magnetic flux passing the space-
craft. In the ionosphere, the auroral bulge size and luminosity is reduced and
the auroral oval moves into the morning sector and reaches the most poleward
extension.

To account for different magnetospheric and ionospheric phenomena during
magnetospheric substroms, many models have been developed [Kivelson and
Russell, 1995]. Currently, the most favored ones are the Near-Earth Neutral-Line
(NENL) model [Baker et al., 1996]and the Current-Disruption (CD) model [Lui,

1991]. In this thesis, we attempt to develop an understanding of magnetospheric
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substorms as seen in global magnetospheric modeling.

Applying statistical and nonlinear dynamical techniques to large amount of
observational data, studies of Sharma [1995], Klimas et al. [1996], Tsurutani
et al. [1990], Takalo et al. [1993], Ohtani et al. [1995, 1998] and Lui [1998]
showed that during substorms the Earth’s magnetosphere exhibits a number of
characteristic features of low effective dimension and a power law spectra of fluc-
tuations on different scales. A self-organization model was developed to explain
the low effective dimension behavior [Sharma, 1995; Klimas et al., 1996] and a
self-organized criticality model was developed to explain the multi-scale behav-
ior [Sergeev et al., 1996; Consilini, 1997; Chapman et al., 1998; Lui et al., 2000].
However, the self-organization model can not explain the multi-fractal behavior
of the substorms. The typical self-organized criticality model is essentially in-
dependent of the driver and thus is autonomous, which is not the case with the
Earth’s magnetosphere. In this thesis, we investigate statistical features of mag-
netospheric substorms as seen in global magnetospheric modeling and compare

to those features derived from observations.

1.5 Ionosphere-Magnetosphere Coupling

The Earth’s magnetosphere is dominated by a collision-free plasma, while the
ionosphere is the region where the effects of collisions of charged particles can-

not be neglected and electrical conductivities transverse to the geomagnetic field
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maximize. The magnetic field connects electrodynamically the ionosphere and
the magnetosphere, causing an exchange or coupling of energy and momentum
between the two regions. A strong coupling occurs since the two regions are
connected by the same magnetic field lines. This interaction is important for
many phenomena such as plasma convection in both the magnetosphere and the
polar ionosphere, magnetospheric substorms, the formation of auroral potential
structure through which the acceleration of auroral particles and the correspond-
ing generation of auroral forms occur, the penetration of high-latitude electric
fields into low latitudes and the flow of field-currents [Kamide and Baumjohann,
1993]. An extensive database of substorm activity is obtained from ground-
based networks of various instruments. High-latitude ground magnetometers,
riometers and photometers are among these instruments. Therefore, in mod-
eling the magnetosphere-ionosphere coupling, comparison with the ionospheric

observations is of critical importance in developing “ground truth”.

1.6 Global Magnetospheric Modeling

Today, with multiple satellites in space and the advances in super-computing,
spacecraft and ground data combined with multiscale computer models devel-
oped by International Space-Terrestrial Program (ISTP) provide a new and co-
herent understanding of the magnetospheric physics. Global MHD simulations

that include the ionospheric response and are dynamically driven by upstream
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satellite data allow for direct comparison with the field and flow quantities mea-
sured by magnetospheric satellites, ground data and images from the POLAR
satellite.

Several major global magnetospheric modeling codes [Fedder and Lyon, 1987,
1995; Raeder, 1999; Berchem, 1995; Bargatze, 1999; Gambosi, 1998] exist. The
Lyon-Fedder-Mobarry (LFM) global magnetospheric model is one of the leading
MHD codes in use today for numerical simulation of the coupled solar wind -
magnetosphere - ionosphere system. The LFM global magnetohydrodynamic
(MHD) simulations have proven to be a powerful approach for the study of the
solar wind-magnetosphere-ionosphere system of the Earth [Fedder and Lyon,
1987; Fedder et al., 1991; Mobarry et al., 1996; Slinker et al., 1995]. This tech-
nique is best used to understand how the energy, mass, and momentum transfer
from the solar wind to the magnetosphere occurs and determine the magnetic
field topology of the magnetosphere [Fedder and Lyon, 1987, 1995]. Recently,
quantitative prediction of the magnetospheric and ionospheric response to the
solar wind was achieved. In this thesis, we use the LFM model to investigate
the the dynamical properties of the Earth’s magnetosphere under different solar
wind conditions. The details of LFM model are introduced in chapter 2.

Global MHD models have been applied in two ways. In the first method, the
model is driven with actual satellite observed solar wind input to reproduce the

observed salient features of the substorm phenomenon both qualitatively and
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quantitatively. The second method is a theoretical approach which investigates
physics based issues with this code by specifying simple upstream solar wind

conditions, e.g. time-independent or simple time-dependent conditions.

1.7 Objectives and Directions of this Work

The goal of this thesis is to use the global MHD model to investigate and un-
derstand the physical properties of the Earth’s magnetosphere, its coupling with
the ionosphere and to further expand the capability of the global MHD model
in actual event simulations. Specifically, this thesis consists of three major parts

covering three topics in magnetospheric physics:

e Steady state Earth’s magnetosphere with northward IMF (Chap-

ter 3)
e Magnetospheric substorms (Chapter 4 and 5)
e Magnetosphere-ionosphere coupling (Chapter 6).

This thesis applies the global MHD model to both theoretical and actual-event
simulations. In what follows, we present the objectives and directions for each

of the three topics, respectively.
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1.7.1 Steady State Earth’s Magnetosphere with North-
ward IMF

e Standard Case Study

The structure and magnetic topology of the magnetosphere under north-
ward IMF is one of the fundamental problems in magnetospheric physics.
Due to the three dimensional nature of the problem, numerical modeling
plays an important role in quantitative studies of the Earth’s magneto-
sphere with steady northward IMF, while simple analytical models help
to validate the numerical results. Numerical models [Raeder et al. [1995];
Gombosi et al., 1998; Song et al., 1999; Bargatze et al., 1999], relying on
three-dimensional global MHD simulations, all showed cusp region recon-

nection.

The community of global MHD modeling has long disagreed about the tail
length of the Earth’s magnetosphere with steady northward IMF for nomi-
nal conditions: solar wind velocity=400 km /sec, magnetic field B,= 5 nT,
number density= 5 cc~! and constant ionospheric Pedersen conductance=
5 mhos. Here, the magnetotail length of the steady state magnetosphere
is defined as the position of the last closed field line along x axis anti-
sunward in the Noon-Midnight meridian. In this thesis, we call the steady

state under these solar wind conditions as the standard case. If the mag-
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netotail length is less than 60 Rg, the steady Earth’s magnetosphere with
northward IMF is regarded as having a short closed tail. Whereas if the
magnetotail length is larger than 140 Rp or the tail is open, the steady
state magnetosphere is regarded as having a long tail. No cases of the

simulated tail length which are in between are reported.

Gombosi et al. [1998], Song et al. [1999] and Bargatze et al. [1999] found
a short closed tail ~ (40 — 60)Rg for the standard case. Simulations of
Berchem et al. [1995] and Raeder et al. [1995] indicated a long tail, with
the magnetotail never fully closed after several hours of constant northward
IMF. Fedder and Lyon [1995], using the same code as that in this thesis,
showed a quasi-equilibrium state of the magnetosphere for northward IMF'.
The quasi-equilibrium state was reached in 2 hours and 20 min after the

northward turning. The tail length at this stage was 155 Rg.

A key result of this thesis is the resolution of the long vs. short tail con-
troversy, by focusing on the evolution time scale of the magnetospheric
steady state configuration. The present work found a short tail configura-
tion (tail length ~ (40)Rg) for the standard case. The 3D configuration of
the steady state was examined. Cusp region reconnection and ionospheric
four-cell convection pattern are clearly seen in our simulations. The con-
cave shape of the steady state magnetosphere predicted by Song et al.

[2000] is observed in our simulation.
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e Parametric Dependence on Solar Wind Condition

The parametric dependence and scaling of the steady state magnetosphere
with northward IMF on the solar wind conditions were studied by Song and
Russel [1992] and Song et al. [1999]. These simple (mainly one dimension)
analytical models can’t fully explain the parametric dependence revealed
by global MHD simulations and overemphasize the role of the ionospheric

conductance in determining the tail size.

In this thesis, we examine the quiet time steady magnetosphere and its
scaling with input parameters. The parameters varied during northward
IMF are (1) the magnitude of the interplanetary magnetic field Byyp and
(2) the magnitude of the solar wind velocity Vey. We demonstrate that
the ionospheric conductance is a minor effect in determining the steady
magnetotail size. Only the transient behavior is influenced by the conduc-
tance. We determined numerically the dependence of the characteristic
magnetospheric spatial scale sizes on the strength of the solar wind and
the IMF. Based on conservation of flux and force balance, simple analytical

models are used to interpret the scaling of the tail on solar wind conditions.

Finally, the structure of the magnetosphere and its dependence on different
solar wind conditions was studied. The parametric dependences of 1D cuts
of various tail plasma and field quantities along X axis and Z direction (in

SM (solar-magnetospheric) coordinates) are analyzed. The simulations
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show that inside the tail during the steady state, in the region x<-20 Rg
on the equatorial plane, the magnetotail field B, is comparable to the solar

wind magnetic field B, and the field B, is nearly 0.

Comparison between Simulation and Observation

Although the controversies about the short and long tail configuration of
the steady state existed for more than 5 years, before this study, there
was no direct comparison between observation and simulation for quiet
time magnetosphere with northward IMF. Our simulations show that it
takes hours for the magnetosphere to reach steady state. Whether the
magnetosphere has a long or short tail depends on whether the solar wind
driver varies on time scale shorter or longer than the relaxation time. The
actual solar wind is rarely quiet for several hours and it is even rarer that
there is a satellite traveling inside the tail far away enough from the Earth
to record the tail field during the quiet-time interval. This is why there was
no direct comparison between the simulation and observation for quiet-time

northward IMF event before this study.

After searching the satellite observations during the 8 year period from
1992 to 2000, we find one quiet-time northward IMF event, during which
the Geotail satellite is inside the magneto-tail. We simulate this actual

northward IMF event which occurred on Feb. 9, 1995, and compare the
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results with the Geotail satellite observations. We find that the time scale
for the temporal evolution and magnitude of the various components of
the tail field from our simulation were in excellent agreement with those
observed by the Geotail satellite. This supports our model of the evolution

of the magnetosphere to steady state during northward IMF.

1.7.2 Magnetospheric Substorms

e Global MHD Simulation of an Ideal Magnetospheric Substorm

Global MHD simulations have often been applied to simulate and under-
stand magnetospheric substorms [Fedder et al., 1995b; Goodrich et al.,
1998; Lopez et al., 1998; Lyon et al., 1998; Pulkkinen et al., 1998; Wilt-
berger, 1998; Papadopoulos et al., 1999; Wiltberger et al., 2000; Slinker et
al., 2001; Raeder et al., 2001]. They were quite successful in reproduc-
ing the observed substorm activities in both the magnetosphere and the
ionosphere. In this thesis, an ideal magnetospheric substorm was simu-
lated with the LFM global MHD model and comprehensively analyzed.
The substorm is initiated by a sudden northward-southward IMF turn-
ing. This study serves as a pictorial review of the typical behavior of the
Earth’s magnetosphere and ionosphere during substorms as simulated with
the global MHD model. The results show auroral onset and expansion, AL

index dipping, dipolarization, current sheet disruption, formation of the
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substorm current wedge and formation and ejection of a plasmoid created
by the neutral line. There are flow channels penetrating into the inner
magnetosphere and connecting the mid-tail and inner-tail region, which
supports the observations that auroral activities originate from the inner
magnetotail. However, it is not easy to characterize the time sequence of
all the events in the inner magnetotail, especially since their occurrence

varies with position in the magnetotail.

Phase Transition-like Behavior of Magnetospheric Substorms

Sitnov et al. [2000] proposed that during substorms, the global coherent
and multi-scale aspects of the magnetospheric behavior exhibit features of
non-equilibrium phase transition, consistent with earlier phenomenological
models of substorm activity [Sergeev et al., 1996] and magnetospheric con-
vection [Chen and Wolf, 1993]. In particular, the global low-dimensional
image of substorm dynamics resembles the characteristic temperature-
pressure-density diagram of equilibrium water-steam transition system. On
the other hand, the multi-scale behavior may be explained by deviations
from this low-dimensional picture close to the critical point, where the con-
ventional second-order phase transition take place [Stanley, 1971]. More re-
cently, Sitnov et al. [2001] found a critical exponent of the non-equilibrium
transitions in the magnetosphere, that corresponds to the multi-scale as-

pect of the substorm activity, different from a power-law frequency depen-
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dence and the scale spectra in autonomous systems. This exponent relates
input and output parameters of the magnetosphere and is quite consistent

with a second-order phase transition.

In the past, the global MHD studies focused on simulation of individual
substorm events and comparison with satellite and ground observations.
In this thesis, we investigate whether the simulated substorms produced
in global MHD model have non-equilibrium phase transition-like features
revealed by the statistical study of Sitnov et al. [2000], based upon simu-
lations of large amount of substorm events. We use the LFM global MHD
model to simulate 6 intervals of total duration of 240 hours from the same
data set used in [Sitnov et al., 2000, 2001]. Applying the nonlinear dynam-
ical techniques used by Sitnov et al. [2000, 2001], we analyze statistically
the input-output (vBs;—pseudo-AL index) system using the data obtained
from the global MHD model and compare the results to those in Sitnov et
al. [2000, 2001]. Pseudo-AL index is produced from the maximum west-
ward Hall current searched in the ionosphere model. One advantage of the
global MHD model is that, within the model, it provides a large amount
of information on the magnetospheric and ionospheric response to the so-
lar wind. Therefore, besides the simulated AL index, we also analyze the
behavior of the ionospheric cross polar potential, ionospheric total Joule

heating, magnetospheric tail field Bz and field aligned current at selected
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locations in the magnetotail.

The analysis of the coupled vB,—pseudo-AL index system derived from
the global MHD simulations show the first-order phase transition map,
which is consistent with similar map obtained for the vB,—observed-AL
index system by Sitnov et al. [2000, 2001]. Although, the comparison
between observations and global MHD simulations for individual events
may vary, the overall global transition pattern during the substorm cycle
revealed by Singular Spectrum Analysis (SSA) is consistent in simulations
and observations. The procedure of phase transition analysis using SSA
has revealed essentially the same features of global configuration change

both in the actual system and in the global MHD simulations.

The coupled v B,—pseudo-AL index system derived from global MHD simu-
lations shows multi-scale behavior (scale-invariant power-law dependence).
We also find critical exponents of the non-equilibrium transitions in the
magnetosphere, that reflect the multi-scale aspect of the substorm activ-
ity, different from power-law frequency and the scale spectra of autonomous
systems. The exponents relate input and output parameters of the magne-
tosphere and distinguish the second order phase transition model from the
self-organized criticality model. The limitations of the global MHD model
in reproducing the multi-scale behavior are discussed. The behavior of

the systems formed by coupling vB, with other ionospheric and magneto-
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spheric response is also analyzed and discussed.

1.7.3 Magnetosphere-Ionosphere Coupling

The magnetospheric response to the solar wind is often measured in the iono-
sphere, using networks of magnetometers, riometers, and radars. An extensive
database on substorm activities is obtained from ground-based measurements.
Modeling the magnetosphere-ionosphere coupling and comparison with iono-
spheric observations plays an important role in understanding how the solar
wind drives the magnetosphere and the ionosphere to produce phenomena ob-
served by means of ground measurements. In LFM global MHD model, [Fedder
et al., 1995b], the inner boundary condition for the MHD solution is determined
from the ionospheric simulation. The solution in the ionosphere is performed
by solving a 2 dimensional height integrated electrostatic potential equation
driven by the field aligned currents within the magnetosphere. The ionospheric
model output gives the electrostatic potential, the precipitating electron energy
and flux, the 2D height integrated Hall and Pedersen conductance [Jursa, 1985]
and the ionospheric current and allows for comparison with measurements. An
important test of the models is how well they reproduce the ionospheric measure-
ments. In this thesis, we present the models used for simulating the observations
of riometers and magnetometers from the output of the global MHD simulations.

The model results are then compared with riometer and magnetometer network
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data for the January 10, 1997 event.

e Modeling Riometer Observations

Riometers measure the changes in the absorption of very high frequency
(VHF) radio signals of galactic origin passing through the ionosphere [Rosen-
berg et al., 1991]. We develop a model to simulate the ionospheric absorp-
tion from the output of the global MHD simulations. It is found that the
preliminary model results of the code are inconsistent with the riometer
data. This leads us to further research, to identify the causes for the dis-
crepancy and to improve the appropriate part of the model. It is found
that turbulent heating due to electrojet instabilities is important in cal-
culating the ionospheric absorption. In view of this, we develop a model
that describes the temporally and spatially averaged electron temperature,
based on non-linear physics considerations and comparison with available
radar observations of the electron heating. The model gives a much better

agreement with the riometer observations.

e Modeling Magnetometer Observations

Magnetometers monitor the perturbations of the ground magnetic field
produced by the ionospheric currents and the induced imaging ground cur-
rent (since the Earth’s surface is a good conductor). For the simulations of

magnetometer data, the model uses the computed ionospheric current den-
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sity distribution and the height dependence of the electrojet (determined
by the energy of precipitating electrons), to calculate the perturbed mag-
netic field by implementing Biot-Savart’s law. The model including height
dependence of the current layer on precipitating electron energy reduces
by 10 percent the error compared to the model with fixed current sheet

height.

The development of the models for simulating riometer and magnetometer data
and comparison with the actual observations guide us to validate and improve
our model and achieve better understanding of the magnetosphere-ionosphere

coupling.
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Chapter 2

Introduction to Global Magnetospheric
Modeling—The Lyon-Fedder-Mobarry

(LFM) Model

The Lyon-Fedder-Mobarry (LFM) 3-D global magnetospheric model is one of
the leading MHD codes in use today for numerical simulation of the coupled
solar wind - magnetosphere - ionosphere system. The detailed introduction and
documentation about this model can be found in [Fedder et al., 1995a; Fedder
and Lyon, 1995; Mobbary, 1996 and Wiltberger, 1998]. The major part of the
introduction in this chapter has referenced Wiltberger’s thesis [ Wiltberger, 1998|.
LFM model consists of two interlinked simulations for modeling the magneto-
sphere and ionosphere. The solar wind and magnetospheric plasmas are modeled
via the ideal MHD equations. In section 2.1, we discuss the general aspects of

global MHD modeling. Then, the numerical techniques used in LFM model
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are presented. In section 2.3, we discuss the actual grid used within the MHD
simulation and the typical resolution it provides. This section also discusses
the MHD boundary conditions including the techniques employed for allowing
a temporally varying B, to be input along the front boundary. The ionosphere
is simulated by solving a height integrated electrostatic model that has been
coupled to the magnetospheric solution. The ionospheric module is discussed in

section 2.4.

2.1 Global MHD Modeling

The magnetosphere is composed of several distinct regions. An examination of
the typical plasma parameters and scale lengths leads us to conclude that colli-
sionless MHD has a regime of validity that includes solar wind, magnetosheath,
tail lobe, and plasma sheet. The magnetopause and neutral sheet have scale
lengths that require a kinetic description of the plasma. Furthermore the typical
parameters range over several orders of magnitude throughout the magneto-
sphere.

In global modeling, we strive to capture the large scale physics in an attempt
to understand the interactions between the regions that compose the entire cou-
pled system. A fully kinetic description of the plasma has a regime of validity
that includes all regions, but it has very high computational cost. This ap-

proach requires a significant number of numerical particles per cell (10-100) be

34



maintained throughout a system with several orders of magnitude in density vari-
ations. Also, a full particle simulation requires the use of very small time-steps
to resolve the small time-scales. Both of the factors make particle simulation
over a computational domain large enough to model the magnetosphere infeasi-
ble with currently available computational resources and techniques. Although
MHD is not strictly valid throughout the magnetospheric system, we can uti-
lize the partial coherence preserving properties of the magnetic field to extend
the technique into this regime with some credibility in the results. The length
scales that are produced by a global MHD simulation will generally be larger
than the actual ones (e.g. tail current sheet), but the general behavior may be
well represented. Furthermore, there exist well developed numerical methods for
solving these equations, and current computational resources allow for realistic
simulations to be produced over the entire range of parameters present in the
solar wind - magnetosphere - ionosphere system. The validity of using this ap-
proach to model the entire magnetosphere has been justified by qualitative and
quantitative comparisons to in situ observations and basic physical simulations
[Fedder and Lyon, 1987; Fedder et al., 1991; Mobarry et al., 1996; Slinker et al.,
1995; Song et al., 1999; Raeder, 1994, 1999; Berchem et al., 1995, 1998; Fedder et
al., 1995b; Goodrich et al., 1998; Lopez et al., 1998; Lyon et al., 1998; Pulkkinen
et al., 1998].

Ideal magnetohydrodynamics (MHD) treats the plasma as a collisionless mag-
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netofluid [Sturrock. 1994]. The ideal MHD equations are

glt)—i-VO(pz’f) =0 (2.1)

p‘;—f =-V (p + 8%?) + ié VB (2.2)
% (/%) -0 (2.3)
%fZVX(ﬁxé) (2.4)
VeB=0 (2.5)

The derivation of these equations relies upon the assumption that response fre-
quencies of the plasma are much smaller than the collision and ion cyclotron
frequencies and the length scales are much larger than the ion and electron lar-
mor radii. The magnetic fields allow the MHD approach to be utilized when the
plasma is collisionless especially when considering a cold plasma.

The magnetosphere is electromagnetically coupled to the ionosphere via the
field aligned current systems. Closed field lines connect the ionosphere with the
magnetosphere while open field lines connect the ionosphere to the solar wind.
The high conductivity parallel to the magnetic field in the magnetospheric and
solar wind plasma results in a mapping of electric fields from these regions into
the ionosphere. In general, the high latitude ionosphere can be modeled using an
electrostatic electric field and an anisotropic conductivity model which is coupled
to the magnetosphere and solar wind by current conservation of the field aligned

currents [Kelly, 1989].
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2.2 Numerical Techniques in LFM Model

In this section we discuss, in general terms, the techniques that are used to solve
the MHD equations within the Lyon-Fedder-Mobarry global magnetospheric
code. Detailed discussion of the numerical techniques used in LFM can be found
in Wiltberger’s thesis [ Wiltberger, 1998]. These numerical techniques are: finite
volume method, Partial Interface Method (PIM) developed by John G. Lyon

and staggered mesh technique for the treatment of the magnetic field.

2.2.1 The Finite Volume Method

The finite volume method is a numerical technique designed for computing the
solution to a set of conservation laws. Its greatest strength is that it deals directly
with the conservation laws, and so it conserves the fundamental quantities, e.g.
mass, momentum, and energy, on the discrete level. In fact it was shown by
laz [1954] that only a discretization of the conservative formulation of the flow
equations maintains the correct behavior of discontinuities within the solution.

The MHD equations is recasted in conservative form,

0
_— U — 2-
8t+Vo(pv) (2.6)
dpv B?\ . BB
opy 7 il | e 2.
Y +Ve pvv+<p+87r> - 0 (2.7)
B -
86—t+v0(17 —B??)ZO (28)
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8L+Volﬁ<pE+p+—>—B(UoB)]:0. (2.9)
ot 8m

The total energy, F, in Eq. (2.9) is defined as
B
pv®+ —— + — (2.10)

As an illustration of the numerical techniques, we consider solutions to a

single one dimensional conservation law,

ou N OF (u)

ot oz

— 0. (2.11)

In Eq. (2.11) F(u) is the flux of u that enters or leaves a given cell. Discretizing

this equation over a single cell yields,

a@? N Alg; [F(ui—%) - F(uH—l)} (2.12)

where @; is the cell average and F(u, 1 ) is the flux at the cell interfaces. Every-
thing in Eq. (2.12) is known except for the interface values of u. The accuracy of
the finite volume approach is therefore completely determined by the accuracy

from which the interface values are determined.

2.2.2 Partial Interface Method (PIM)

The challenge of numerical simulation is to develop a stable scheme that balances
and minimizes the competing sources of error that arise from the discretization

process. Numerical diffusion causes structures, e.g. contact discontinuities and
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local maximums, to spread out over time. Dispersion causes errors in the prop-
agation velocities that depend on wave number and lead to the development
of unphysical oscillations near discontinuities. Godunov [1959] showed that any
linear scheme of second order accuracy or higher will produce these unphysical
oscillations. On the other hand first order schemes generally have an unaccept-
ably high level of diffusion. Hybrid schemes, of which PIM is one of many, are a
solution to this dilemma; they maintain a monotonic solution, one with no new
extrema, by selectively adding diffusion to a high order scheme.

The first order finite volume technique is commonly called donor cell method.

Applying to the 1D problem in Eq. (2.12), the algorithm,

W=t (R - Py
= '+ 2—; (Fry - F7) (2.13)

has the numerical flux at the interface, F7.1, as the value of the cell in the
‘upwind’ direction. The donor cell method is diffusive and is prevented from
being very useful, especially in cases where we need to consider the long time
behavior of systems with discontinuities.

The second order technique is,
At
n+l __ n —
witt o= P+ x(F 1= Fiyo)

2 1—2

n At 1 n n 1 n mn
= w o (L E) - S L)) (21

In this case the numerical flux at the interface is the average value of states on
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either side of the interface. The form can be slightly different for different second
order method. The second techniques produce profile which has oscillations
trailing behind the discontinuities. Furthermore these oscillations result in the
development of negative values which can be problematic for quantities, e.g.
mass and energy, that are positive definite.

The Partial Interface Method achieves a compromise between the first and
second order finite volume technique by combining the approaches in a nonlinear

fashion to produce a hybrid scheme. The general expression of this approach is

n+1 n —
U = u; + Az (Fi—% Fz’+%)
_ L H L
Fz'+§ - Fi-i—% + Ci+% (FH—% - Fi+%) ’ (2.15)

where C;, 1 is the flux limiter and is determined by the local conditions to be a
number between zero and one which determines the amount of mixing between
the high order, Fﬁ L and low order, Fﬁr L fluxes. Using the second order algo-
rithm to provide the high order fluxes, the PIM for the problem in Eq. (2.12)

1s

nil _ o VAL _
u; = u + Az (Fi—% Fi+%)
1 n n - n n
F;Jr% = 5(7«42 + ui+l) - 531971(%41 —uj)e
emax (0, up —up| — Bsg|ui — ’LL;LID (2.16)
1 N n n N n n
si = 5 ‘szgn(uiﬂ —u?) + sign(u] — Ui71)‘ (2.17)

The function s; is an extremum detector and forces the method to use the donor

40



cell flux when the upwind cell is an extremum. The parameter, B, is a magic
number, which has been found from experience to provide the best results when
set between one and ten.

The LFM uses an eighth order flux formulae, [Zalesak, 1979], to determine the
high order fluxes on the cell interfaces. The limiter is essentially the same limiter
presented in Eq. (2.15). There are two key features of the PIM. First, it is a
finite volume technique and when applied to the MHD equations it will maintain
the correct properties described by the Rankine-Hugoniot relations. Secondly,
it will place the shocks in the correct location, but the detailed microphysics
of the discontinuities will not be captured. This approach implicitly assumes
the macroscale physics is driving the microscale physics and that we need not
examine the solution on microscale lengths.

Since the LFM uses a hybrid scheme which applies diffusion based in a non-
linear fashion upon local conditions, it is not possible to define a global value for
thes numerical viscosity or resistivity of the algorithm. The essential physics of
the technique is that it will apply just enough diffusion to sharp gradients within
the solution that they will be supported by the grid without introducing extra-
neous oscillations. This means that quantities like the reconnection rate will be

controlled by the global character of the solution and the boundary conditions.
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2.2.3 Treatment of the Magnetic Field

One of the greatest difficulties in solving the MHD equations numerically is
presented by the constraint that the magnetic field must remain divergence free,
VeB= 0, at all times. Failure to conserve the divergence free of the magnetic
field results in solutions with unphysical features such as field aligned forces.

The LFM uses a staggered mesh technique first developed for electromagnetic
problems by Yee [1966] and later, independent from Yee’s work, applied to TVD
schemes for the MHD equations by Lyon [1983]; Evans and Hawley [1988] and
Stone and Norman [1992]. The staggered mesh relies upon the fact that the
magnetic flux is a conserved quantity determined from a line integral of the
electric field. The magnetic field components, actually the magnetic fluxes, are
placed at the center of the cell faces. The electric fields, which determine the
advancement of the magnetic field, are placed along the cell edges. As long as
there is monotonic determination of the electric fields along the cell edges for
each time step, the solenoidal nature of the magnetic field is preserved to machine
roundoff throughout the calculation and the advancement of the magnetic field
at the cell interface.

In essence, using the staggered mesh reduces the V e B=0 problem to an
accurate calculation of the electric fields at the cell corners. In ideal MHD the

electric fields are

E=—=(Zx B). (2.18)
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Thus, we need to calculate the magnetic field at the cell corners. In the LFM,
an eighth order interpolation algorithm is used to determine the magnetic field
at the cell corners from the average value at the cell interface. Before the PIM
is used to determine the numerical fluxes, the values from the interpolation are
bounded by the average magnetic field in the surrounding cells. This approach
means that the numerical resistivity used within the code will depend upon the
local conditions.

Magnetic merging is important in our simulations, even though the MHD
equations are nondissipative. Magnetic reconnection is allowed by averaging
within localized regions. This averaging occurs when oppositely directed flux
convect into a single computational cell [Fedder et al., 1995a]. The reconnection
rate is not determined by the cell size or the strength of the numerical dissipation.
This is because the strong solar wind flows dictate the global timescales by
convecting field lines to any resolvable distance where nonideal processes can

then break the field line topology.

2.3 The LFM Grid and MHD Boundary Con-
ditions

The Lyon-Fedder-Mobarry three-dimensional (3-D) MHD simulation code [e.g.,

Fedder et al., 1995a, 1995b; Fedder and Lyon, 1995; Mobarry et al., 1996] models
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the solar wind, the magnetopshere beyond 2-3.5 Rp, and the coupling of the
MHD solutions to an electrostatic model for the ionosphere. The code solves the
MHD equations within a large cylindrical region 60 Rg in radius and 330 Rg in
length. The front inflow boundary is at z=30 Rg. The inner boundary is at (z%+
y>+2?) = 2—3.5Rg, where z, y and z are the solar magnetospheric coordinates.
The distorted spherical mesh is designed to have the maximum resolution near
the bow magnetopause, in the ionosphere and geomagnetic tail. Figure 2.1 shows
the global and amplified view of the 2D cut of the magnetospheric grid for the
MHD simulation. The smallest grid size is ~ 1/3 Rg. The resolution far from the
Earth in the solar wind and magnetosheath near the outer boundary is poorer.

Solar wind conditions are imposed on the upstream and side boundaries. A
simple supersonic outflow condition is used at the back boundary. This boundary
has been located far enough downstream that the plasma is once again super
Alfvenic, and thus the boundary is electromagnetically disconnected from the
ionosphere and upstream plasma. A geocentric sphere of 2-3.5 Rg in radius
is removed to form the inner boundary condition at which the magnetospheric
solution is matched to an ionospheric simulation. Field-aligned currents are
mapped along dipole field from the inner boundary to the ionsphere, where a
convection electric field is computed. The electric field is then mapped to the
inner boundary, where it is used to compute boundary conditions on the magnetic

field and on the plasma momentum [Fedder and Lyon, 1987].
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A 2d cut showing the magnetospheric grid for the MHD simulation.
45

(a) The global view. (b) The amplified view. The resolution inside the nominal
bow shock position and the inner magnetotail is the highest. The 3d grid consists

of multiple copies of this 2d grid at uniformly spaced azimuthal angles.

Figure 2.1:



Two kinds of inputs can be used to drive the LFM code. One is basic physical
simulation with simple prescribed solar wind condition. The other one is the
actual event simulation.

In this thesis, for the basic physical simulation, the solar wind conditions
imposed on the front boundary are simple in the sense that solar wind magnetic
field B, and B, are 0 and B, is uniform in the front boundary. Therefore,
divergence free of the magnetic field is maintained. Also, the symmetry of the
model is preserved by letting solar wind V},=0 and V, = 0 and applying constant
Perdersen conductance (=5 mho) and zero Hall conductance for the ionosphere
model.

For actual event simulation, the simulation is performed in the Solar Magnetic
(SM) coordinate system allowing for the tilt of the Earth’s magnetic dipole
relative to the solar wind flow direction to be included. Outflow conditions are
imposed on the downstream boundary. Elsewhere, external boundary conditions
were specified using satellite (WIND or ACE) observed solar wind data which
have been propagated appropriately to the front and cylindrical sides of the grid.

The propagation of the satellite observed solar wind data to the front side
of the grid in the LFM model is described in detail in [ Wiltberger et al., 2000].
In general, the structure of Faraday’s law for ideal MHD prevents advection of
components for the magnetic field that are not transverse to the flow direction.

If the observed magnetic field can be fit to Bx(t) = a+bBy (t) +cBz(t), then we
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can effectively creat a new normal direction @ = (%7 — 37 — 2?) along which
the normal magnetic field is constant. This allows a time dependent Bx to be
introduced into the simulation by sweeping updates of the solar wind parameters
across the front boundary.

LFM MHD code is supplemented with models receiving input from the LFM
to address local problems. Extensive diagnostics and visualization tools were
attached to the model for testing and validation. The overall architecture is

shown in Figure 2.2.

. | High Latitude
Field
2-DES Code > Magnetic Indices
3 lonesphere AE. AL, Riometer
'3 &
= > Auroral Fluxes
E and Images
|
Input from B DT T
WIND.ACE, ... p/3-DMHDCode | /B, UJE in
S Magnetosphere Magnetosphere
B.AFU i
Radiation Belt . | Radiation Belt
Model | Particle Fluxes

Figure 2.2: Capability of LFM model supplemented with RB code: input on
the left, codes in the middle, output on the right. Output is tested against
observations and metrics.
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2.4 The Ionospheric Module

At the inner boundary located at 2 — 3.5 Rg from the earth in the LFM Global
MHD model [Fedder et al., 1995b], the parallel current density Jj is computed
at each time step. This parallel current is mapped into the ionosphere along
unperturbed dipole magnetic field lines. The height-integrated current continuity
equation relates the J) to electric potential and conductances in the ionosphere.
By using semi-empirical models for the conductances [Robinson et al., 1987, the
electrostatic potential ® is computed. The basic 2D current continuity equation
is

VieXeV,d= (2.19)
with ® the ionospheric potential, ¥ the height-integrated anisotropic conductiv-
ity tensor and J| the field aligned current. The ionospheric solution for E is
mapped back to this boundary and used to define the boundary condition for

the plasma velocity (E x B drift) via
g= 27 (2.20)

For the ideal physics simulations in this thesis, to preserve the symmetry of
the model, we apply constant Perdersen conductance (=5 mho) and zero Hall
conductance for the ionosphere model.

For actual event simulations, the conductance tensor contains Pedersen and

Hall components [Kivelson and Russell, 1995], whose values consist of two contri-
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butions. The first contribution is from the steady solar EUV flux and the second
contribution is due to the particle precipitation in the auroral region. The latter
contribution is from the empirical model developed by Robinson et al. [1987].
The detailed empirical model for calculating the anisotropic conductance tensor
in LFM was presented in [Fedder et al., 1995b]. Here, we restates the calculation
of the contribution to the conductance tensor from the particle precipitation in
the auroral region briefly.

Robinson et al. [1987] have developed an empirical method for determining

the auroral contributions to the Pedersen and Hall conductivities,

5E2¢3
6% i A 2.21
P 1+ 0.0625E2 (2.21)
%y = 0.45E%%§%p (2.22)

where F and ¢ are the energy and flux of the precipitating electrons.

The energy and flux of precipitating electrons in the LFM are determined
from the MHD quantities within the inner most grid cells. First a provisional
set of energy E, and flux ¢, values are determined from thermal speed, c,;, and

density, p using

E, = ac’ (2.23)

6o = BpE3. (2.24)

The parameters a and (8 are chosen constants which map the magnetospheric

plasma thermal flux and energy from the MHD inner boundary to the inner
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ionosphere.
The field-aligned electric potential energy between the ionosphere and the

innermost MHD mesh cell boundary is defined as

1
M4
Ej = ke, (2.25)
P

where R is also a parameter.
The flux of precipitating electrons is modified to include the effects of field

aligned potential drops and geomagnetic mirroring. It’s defined as

o = ¢, (8 — 7eXp;TEc|)|> EH >0 (2.26)

B)

¢ = ¢,expPo E” < 0. (2.27)
While the energy of precipitating electrons is simply
E=FE,+ EH (2.28)

The total ionospheric conductance is taken as the square root of the sum of the
squares of the EUV conductance and the auroral conductance.

The ionospheric model incorporates the effects of magnetosphere - ionosphere
coupling into the simulation results. It also provides the basis for computing a
set of ionospheric diagnostics, e.g. convection patterns (equi-electric-potential
contours), AL indices, and total energy flux, that can be compared with in situ
measurements. Since the model instantaneously maps the quantities along field
lines, it does not include the effects of Alfven wave propagation between these

regions, which may be important.
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Chapter 3

Steady State Earth’s Magnetosphere

during Northward IMF

3.1 Introduction to Studies of Earth’s Magne-

tosphere during Steady Northward IMF

The steady state of the magnetosphere with strictly northward IMF have been
studied by numerous authors since Dungey [1961]. Dungey [1961] proposed that
reconnection between the IMF and the magnetospheric field will occur at certain
regions in the nightside magnetopause. Johnson [1960], Azford and Hines [1961],
and Dungey [1961] suggested that the Earth’s magnetosphere can, at least for
certain directions of the IMF, have a closed magnetic topology. In the magneto-
spheric convection theory of Azford and Hines [1961], plasma flow, in the outer

regions of the magnetosphere, is mapped along the geomagnetic field to the po-
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lar ionosphere by currents which interconnect the two regions. The convection,
both in the magnetospheric boundary layer and in the ionosphere, can be driven
mechanically by the transfer of solar wind plasma into the closed geomagnetic
field in the vicinity of the polar magnetic cusps and by the expansion of that
plasma tailward, both along and across the field, in response to the sunward di-
rected plasma pressure gradient and the tailward decrease in the magnetic field
strength [Johnson, 1978]. These are the early phenomenological understandings.

Space measurements provide observational features for strongly northward
IMF. The NBZ (Northward Bz) current system [lijima, 1984; Zanetti and Potemra,
1986] is responsible for changing the magnetospheric convection in the polar iono-
sphere into the form of a four-cell convection pattern. During extended north-
ward IMF the cross-polar potential is much smaller than that for southward
IMF conditions [Reiff and Burch, 1985|. Fairfield [1993] reported the apparent
disappearance of the magnetotail at the observation site downtail 225 R during
the period of strongly northward IMF.

Both theoretical and numerical models of the Earth’s magnetosphere with
steady northward IMF have been developed. Theoretical models focus on sim-
ple analytical scaling estimation. Due to the complexity of the dynamic three
dimensional problem, numerical modeling plays an important role in quantitative

studies of the Earth’s magnetosphere with steady northward IMF.

93



3.1.1 Numerical Studies of the Standard Case

Over the last 15 years, several groups have published three-dimensional global
MHD simulations of the Earth’s magnetosphere with steady northward IMF
[Ogino and Walker, 1984, Usadi et al., 1993, Fedder and Lyon, 1995, Raeder et
al., 1995, Gambosi et al., 1998, Song et al., 1999, Bargatze et al., 1999, Guzdar
et al., 2001]. While the models of Ogino and Walker [1984] and Usadi et al.
[1993] have no well-defined ionospheric boundary and only assume a resistive
shell as the inner boundary, the models of Fedder and Lyon [1995], Raeder et
al. [1995], Gambosi et al. [1998] and Bargatze et al. [1999] are well devel-
oped global MHD models. Although the numerical methods vary, all of them
show cusp region reconnection. An important controversial issue is whether the
Earth’s Magnetosphere with steady northward IMF develops a long or short tail.
In this thesis, we define a standard case: the Earth’s magnetosphere is driven
with constant solar wind velocity=400 km /sec, magnetic field B,=5 nT, number
density= 5 cc™! and ionospheric Pedersen conductance= 5 mhos. The resulting
magnetotail length (Roc) of the steady magnetosphere, which is defined in Fig-
ure 3.1 as the position of the last closed field line along x axis anti-sunward in
the Noon-Midnight meridian, varies for different global MHD models.

As we introduced in Chapter 1, Gombosi et al. [1998], Song et al. [1999] and
Bargatze et al. [1999] found a short closed tail ~ (40 — 60)Rg for the standard

case. Simulations of Berchem et al. [1995] and Raeder et al. [1995] found a
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Figure 3.1: TIllustration of the magnetotail length (Roc) of the steady magne-
tosphere with northward IMF.

long tail, and the magnetotail is never fully closed even after several hours of
constant northward IMF. Fedder and Lyon [1995], using the same code as that
in this thesis, showed a quasi-equilibrium state of the Earth’s magnetosphere for
northward IMF. The tail length at this stage was 155 Rg.

The present work finds a short tail configuration (tail length ~ 40Rp) for the
standard case. In this chapter, we focus on understanding the physical properties
of the steady state Earth’s magnetosphere for the standard case. We also discuss
the long tail configuration obtained by Berchem et al. [1995] and Raeder et al.
[1995]. The differences between the present work and the earlier results of Fedder
and Lyon [1995] are clarified by addressing the issue of transients and plasma

preconditioning.
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3.1.2 The Development of Simple Analytical Model

Simple analytical models have been developed to estimate the global scales of
the steady magnetosphere with northward IMF. Based on the model proposed
by Song and Russel [1992] for the formation of the low-latitude boundary layer
(LLBL) for strongly northward IMF, Song et al. [1999] find that the magneto-
tail for steady northward IMF is closed and the tail length is determined by the
solar wind driving force and the ionospheric drag force. They determine that the
steady tail length is proportional to /32 + 141, where 8 = 2uonswkTsw / Bryp>
is the magnetosheath plasma beta near the magnetopause at local noon. They
model the magnetic reconnection process at the cusp region by applying conser-
vation of mass, flux, and energy to the cusp merging of flux tubes, and conclude
that the total driving pressure (both thermal and magnetic) of a flux tube is
propotional to v/3%2 + 1 + 1. In their model, the height /4% + 22 of the recon-
nection site at the cusp region is assumed unchanged for different solar wind
conditions. The drag force is due to the ionospheric conductance.

In this thesis, we find that the height of the reconnection site depends on
the solar wind conditions. We demonstrate that the ionospheric conductance is
a minor effect in determining the steady magnetotail size. Our work also shows
that the global steady state structures are dictated by the strength of the solar
wind and the IMF. We find that the dynamic pressure of the solar wind flow is

more important than the plasma pressure. We systematically vary the strength
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of the IMF field and the solar wind velocity. This allows us to map the change
in the size of the steady state magnetosphere for different solar wind and IMF

conditions.

3.1.3 Comparison between Observations and Simulations

Our simulation shows that to reach steady state in the standard case, the solar
wind needs to be in steady northward IMF state for about 4 hours. The actual
solar wind is rarely quiet for such a long time and the solar wind magnetic field
always has B,#0 and B,#0 component, that might affect the topology of the
magnetosphere. Also, there was no guidance on what kind of observation to
look at. Therefore, there were no direct comparisons between observation and
simulation for quiet time magnetosphere with northward IMF before this study.

In this thesis, we search for the signatures of the evolution of the magnetotail
to steady state. Guided by the model we develop for the idealized case, we study
the satellite observations, especially the local magnetic field, inside the tail during
northward IMF. A actual northward IMF event that occurred on Feb. 9, 1995, is

simulated and the results are compared with the Geotail satellite observations.
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3.2 General Aspects of Steady State Magneto-

sphere with Northward IMF-Standard Case

3.2.1 Global Magnetosphere Configuration

To reach a steady state, the solar wind with number density 5 cm 2 and velocity
400 km s~ ! without interplanetary field was initiated from the upstream side
and sustained for a period of 50 min; this was followed by 2.5 hours of upstream
plasma flow with embedded southward IMF (5 nT) to allow for filling of the
tailside magnetosphere with plasma; then the IMF was turned northward. The
IMF was kept northward till a steady state was achieved. The time taken to
reach steady is about 4 hours. To preserve the symmetry of the model, a constant
Pedersen conductance (=5 mhos) and zero Hall conductance was used in the
ionosphere model.

Panel (a) of Figure 3.2 shows the final steady state for the standard case
in the north-south plane. The smallest grid size in this simulation is 1/3 Rg.
Other simulation of double grid size shows the same final steady configuration.
After ~4 hours the magnetosphere settles down to this steady state for which
the boundary between the open and closed field line regions on the nightside is
40 Rpg in the north-south plane. The simulations clearly show the reconnection
process occurring in the cusp region and the reconnected field lines being swept

towards the nightside. The large flow velocities in the region beyond + 20 Rg in
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Figure 3.2: The steady state of the quiet time magnetosphere for Vg = 400
km s™! and Bpyp = 5 nT. (a) View in the north-south plane. The view point
is from the west side of the Earth. The lines are magnetic field lines in the
north-south plane. The x axis points toward the Sun and z axis points toward
the north. The background is the log of density. (b) Three dimensional view of
the quiet-time magnetosphere with an equatorial cut. The view point is from
some position above the North Pole. In the background is the magnitude of the
velocity, and black arrows are the velocity vectors in the equatorial plane. Red

lines are the field lines on the last closed field line surface. White lines are open
field lines.
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the north-south direction (z axis), carries that portion of the field much faster
onto the nightside compared to the segment of the field line in the midplane
at £ = -40 Rg and z = 0 Rg. As a consequence, a field line which initially
had a curvature toward the Earth assumes a curvature away from the Earth on
the downstream side. Also seen is the extended shock front associated with the
density as the flow drapes around the Earth and its magnetic field.

The equatorial view of the steady state is shown in panel (b) of Figure 3.2.
The classic flow of the solar wind past a solid Earth, draped with its magnetic
field is clearly seen. The three-dimensional perspective of the magnetic field
shows that the position of the last closed field line on the symmetry z axis (-40
Rp) is closer to the Earth than the position of the last closed field line off axis
on either side at y = £10 Rg. At these off axis locations the position of the last
closed field line is approximately at £ = -50 Rg. This is because flux from the
dayside is convected to the nightside. The magnetic flux piles up and creates
a boundary layer for the velocity flow. Across this boundary layer toward the
midplane, the velocity decreases. The flow at the boundary layer drags the closed
field line region flux to the downstream side. Correspondingly, the footprints of
these field lines are convected in the ionosphere due to the E x B drift. The
field lines inside the velocity transition boundary layer are convected into the
region near |y| < 10 Rg and z= -40 Rg. During this process, the field lines are

stretched and finally the condition at the cusp region matches the criterion for
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reconnection; that is the local magnetic field reverses its direction within one
cell. These reconnected field lines are peeled off and carried by the solar wind at
the nightside. The concave shape of the open-closed field line boundary inside
|y| < 10 Rg is formed by the decrease of the velocity across the boundary layer
toward the midplane. All field lines on the closed surface inside the concave
boundary map to the reconnection site in the cusp region. For those field lines
in the mid-plane (|y|=0) the velocity of the field line is nearly zero, and hence
those field lines are the least stretched. Therefore the boundary mapped from
the reconnection site in the cusp is located nearest the Earth (z= -40 Rg). For
the field line at the outermost boundary the velocities are high, and the field
lines are maximally stretched. Therefore, the point where reconnection occurs
maps to the tips of the boundary at |y|=10 Rp, that is the farthest from the
Earth (z= -50 Rg). In section 3.3 we will see that the concave structure exists
persistently in all cases. Song et al. [1999] suggested the existence of the concave
shape for the steady state quiet time magnetosphere. In their paper, panel b of
Plate 3 presents the existence of the concave shape by shading the region beyond
point a. Our simulation result confirms the concave shape for the steady state

magnetosphere.
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Figure 3.3: Contours of the potential in the ionosphere for steady state north-

ward IMF with Bpp = 5 nT, Ve = 400 km s~! and ionospheric conductivity
equals 5 mho. The interval between each contour is 1 kV.

3.2.2 Ionosphere Structure

In Figure 3.3 we plot the polar cap potential in the ionosphere for the standard
case with Bpyp=>5 nT, V=400 km s~! and the ionospheric conductivity ¥ = 5
mho. One sees the characteristic four-cell convection pattern. The contours of
constant electrostatic potential represent streamlines of flow in the ionosphere.
As explained by Song et. al. [2000], the low-latitude boundary layer (LLBL) on
the tailside acts as a generator, converting the flow energy into electromagnetic

energy. Part of that energy is carried by the field-aligned Region 1 currents
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into the ionosphere and drives the two outer convective cells. The tail reconnec-
tion and the associated NBZ currents, on the other hand, drive the reverse-flow
convection cells in the high-latitude ionosphere. This qualitatively explains the
formation of the ionospheric four-cell convection pattern and magnetosphere

convection cell.

3.2.3 Discussion

Simulations of Berchem et al. [1995] and Raeder et al. [1995] maintain a long
tail, and the magnetotail is never fully closed after several hours of constant
northward IMF. This contradicts our results. More recently, Raeder [1999] in-
vestigated the effects of electrical resistivity on the tail length in global MHD
simulations. Raeder [1999] uses a nonlinear anomalous resistivity function that
is switched on when the local current density exceeds a certain threshold. He
concludes that the short tail configuration results from the abnormal numerical
resistivity. He suggests that the diffusion time scale due to realistic resistivity
(< 10%2Qm) for the reconnection process in the cusp region can only sustain a
long tail. In arriving to this conclusion, the author neglects the V x (V x B)
term in the magnetic field convection-diffusion equation and only keeps the dif-
fusion term due to resistivity when the scale size reaches 1 Rg. This leads to the
over requirement on the local resistivity. Since the solar wind flow velocity is

super-Alfvenic, its role in the overall timescale is important. It rapidly convects
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the fields to any resolvable distance, and in the regions where it forms boundary
layers with a field null, either resistivity or two-fluid effects (both of these are
nonideal effects) facilitate reconnection. Also, from the recent work [Shay et
al., 1999] the reconnection rate is Alfvenic. Therefore it is our contention that
the prescription used in the LFM MHD code (see section 2.2.3 in Chapter 2)
to incorporate reconnection does not influence the global time scales. We do,
however, agree that the timescale for the formation of the smaller-sized magne-
tosphere is of the order of hours, depending on the strength of the solar wind

and the IMF.

3.3 Parametric Dependence on Solar Wind Con-
dition

3.3.1 Parametric Dependence of Global Structure

The goal of this study is to understand the scaling of the steady state magneto-
sphere with input parameters. Two sets of parameters were varied and are (1)
the magnitude of the interplanetary magnetic field Bpyp and (2) the magnitude
of the solar wind velocity Vs . The basic idea is to numerically develop the scal-
ing of important magnetospheric characteristic spatial and temporal scale sizes

with these fundamental parameters. The results can be used to guide simple
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analytical models using global constraints and force balance conditions.
In all the cases, before northward turning, the solar wind conditions were the
ones’s we have described in section 3.2.1. During northward IMF the solar wind

conditions for the two sets are listed in Table 3.1 and 3.2, respectively.

Set A (Different Byasr)

Solar Wind Condition | Case 1 | Case 2 | Case 3 | Case 4 | Case 5

Vsw (km/s) 400 400 400 400 400
Density (cm ™) 5 5 5 5 5

Table 3.1: Solar wind conditions for simulations of set A (different Bryr).

Set B (Different Vgw)

Solar Wind Condition | Case 1 | Case 2 | Case 3 | Case 4 | Case 5

Bryr (nT) 5 5 5 5 5
Vow (km/s) 200 | 300 | 400 | 500 | 600
Density (cm3) 5 5 5 5 5

Table 3.2: Solar wind conditions for simulations of set B (different Vg ).

In order to specify the state of the magnetosphere quantitatively, we have
defined and measured several parameters. The nightside’s last closed field line
surface is the surface inside which all the field lines are tied to the Earth, and

outside which the field lines are connected to the solar wind IMF. This sur-

65



Figure 3.4: Illustration of the definitions of Rp¢c, Ack, and Agr. The z axis
points toward the sun and the z axis points toward the north.

face intersects the equatorial plane and forms a bounded area on the nightside.
In Figure 3.4, Acg (cross-equatorial area) is defined as the area of the region
formed by this boundary and the z= -10 Rg line in the equatorial plane. The
inner boundary in our simulation is at 3.5 Rg. The cross-sectional area of the
nightside’s last closed field line surface at z=-10 Ry, is defined as Ac7 (cross-tail
area). A value of z=-10 Rp is suitable for measuring the tail radius, because the
major change of the tail occurs beyond this region and the tail radius is nearly
unchanged around z=-10 Rg. The tail length Ro¢ is defined as the position of
the last closed field line along the z axis at the y=0 plane. These definitions are
depicted in Figure 3.4.

In the first set of simulations (set A in Table 3.1), we kept the flow speed

constant, and varied the value of the By r between 4 and 20 nT. Figure 3.5

66



3 \
% 1000 \
T 800 \
% 600 -
g 400 \\\
7]
2 200 E—
o]
5 10 15 20 25
B ve <NT>

Figure 3.5: Closed field line cross-equatorial area Acg versus Byyyp for the
steady state magnetosphere for Vgy = 400 km s~.

shows the cross-equatorial area Acg of the closed field line region on the night
side measured from £ = —10 Ry to the last closed flux surface as a function of
the interplanetary magnetic field, Byyp. For Byyr = 4, 5,10, 15, and 20 nT the
MHD code was run until a steady state was achieved. By fitting the dependence
to a scaling law, we find that Agg oc Bpyp >

This result can be qualitatively understood as follows: The conservation of
the tail flux crossing the equatorial plane is a good approximation to the lowest
order. To verify this we found from the code that as we increased Bpp by a
factor of 5, the flux decreased by ~ 20%. For the five hundred percent change
in the IMF the flux change is insignificant. The small change in flux is due to
the nightside reconnection that occurs in the cusp region. This constancy of flux

demands that BTaﬂACE be a constant.

We next estimate the tail field. Inside the tail there is no flow, and the
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plasma beta is very small. Beyond -20 Rg, the magnitude of the dipole field’s
contribution to the tail field is very small. From the force balance along the
antisunward direction on the nightside (y = 0 and x < —20 Rp), since the
magnetic field is primarily in the z direction in the equatorial plane, 8B,%/0z =
0. This implies that the B, field in the equatorial plane is constant. In the
vicinity of the boundary between the open and closed field lines, continuity of
magnetic pressure requires that the constant magnetic field be equal to Bryp.
This is because at the boundary the flow velocity is zero (being a stagnation
point), and the only force in the z direction is due to Bpp. Thus, for x < —20
Rpg for y = 0 we expect the tail field in the equatorial plane to be constant and

equal to Byyr. This aspect is seen very clearly in Figure 3.6, where we have

Bz <nT>

Figure 3.6: Steady state B, versus (< —10 Rg) at y = 0 and z = 0 for
Bivr = 4,5,10,15, and 20 nT.
plotted B, as a function of z for By = 4, 5,10, 15, and 20 nT. What is clear
is that for £ < —15 Rpg, the field is constant in the tail.

We examine the force balance for £ < —20 Rp in the y direction, since there
is no flow and the plasma beta is small, we expect the magnetic field (predomi-

nantly in the z direction) to be uniform up to the boundary that separates the
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open and closed field lines region. Thus, for a very significant area in the tail
in the equatorial plane, the tail field can be well approximated by Byyp. This
gives a scaling Agg o< Bpyp ™ -°, which is in reasonable agreement with the nu-
merically computed scaling. The 1/Bpyp scaling of the tail length observed in
the simulations of Gombosi et. al. [1998] reduces to our scaling for constant tail
radius in the y direction direction R,. Since, the tail area under consideration,
Acg in the equatorial plane, has a complicated concave structure around y=0.

Thus we prefer to use the area rather than the tail length.
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Figure 3.7:  Square root of cross-tail area of closed field line (v/Acr) versus
By for the steady state magnetosphere for Vs = 400 km s~
Figure 3.7 shows the effective cross-tail area Agp of the closed field region
on the nightside for By = 4, 5,10, 15, and 20 nT measured at z=-10 Rg. The
solid line is based on the following theoretical model that for a simple dipole
field shows that Acr o< 1 /BIMFI/ 3. The model considers that the cross-tail

area Acr is proportional to the distance along the z axis (north-south) between
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the reconnection points. This is because as Bpyp changes, the position of the
reconnection height changes, but the distance in the east-west direction of the
closed field line region does not change. Thus, if we were to view the region
of the closed field line Acr to be an ellipse, the minor radius along the z axis,
R,, changes as a function of By, but the major radius of the ellipse along the
east-west y direction R, does not. Hence the cross-tail area Acr o< R,. For the
reconnection to occur in the cusp region, it is necessary that the local magnetic
field on the nightside be equal and opposite to the IMF. This implies that

B,R,®
B3 = B, (3.1)

where B; is the magnetic field at the field line foot point on the Earth and R,
is the radius of the Earth. We have used a simple dipole model for the Earth’s
magnetic field, which is justified well inside the tail. Now if we recall that the

/3 As can

cross-tail area Agr < R,, we immediately find that Acr o« 1/Byr
be seen from Figure 3.7, the agreement between the computed dependence of
Acr on Bpyr and the simple model is good.

In the second set of simulations (set B in Table 3.2), we kept the value of
Bryr constant and varied the flow speed. Figure 3.8 shows the scaling of the
cross-tail area Agr of the closed field line region on the nightside measured at -10
Rp as a function of the solar wind speed Vsy,. For Vg = 200, 300, 400, 500, and

600 km s~!, the MHD code was run until a steady state was achieved. Fitting

the computed curve to a power law, we find that Acr < Ve °*. This scaling
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Figure 3.8: Closed field line cross-tail area Acg versus Vgy for the steady state
magnetosphere for Bpyp =5 nT.

can be qualitatively understood as follows. From force balance the magnetic

pressure is balanced by the kinematic pressure of the solar wind [Klimas et al.,

1992]:
pVsw® _ B3
2Ly  8rLgp’

(3.2)

Here Ly is the thickness of the velocity transition layer in which the velocity

decreases from Vgyr to several tens of km s

Lg is the magnetic field scale
length in which the magnetic field changes from the outer Bpyr to the major

tail field around the x axis and is approximated as tail radius. Again, from flux

conservation

ByLg* = const, (3.3)

where By is the average tail field at the cross section x=-10 Rg. This together
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with Eq. (3.2) implies that

2
pVsw 1
—. 4
2LV X LB5 (3 )

The scale length Ly depends on the solar wind velocity Vsy. We find from our
numerical studies that Vo o< Ly. Now the cross-tail area Ao shrinks both in
the north-south and the east-west direction owing to the dynamic pressure of the
solar wind flow. As a result of Eq. (3.4) gives that Acy o< L} o< Ve %4, This

semi emperical scaling is in agreement with that obtained from the simulations.
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Figure 3.9: Boundary between the open and closed field lines for Bpyp =
4,5,10,15, and 20 nT and Vg = 400 km s~L.

Figure 3.9 shows the location of the boundary between the open and closed
field line region in the equatorial plane for Byyp = 4,5,10,15, and 20 nT,

respectively, while Figure 3.10 shows the boundary between the open and closed
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Figure 3.10: Boundary between the open and closed field lines for Vs =
200, 300, 400, and 500 km s~! and Bpyp = 5 nT.

field line region in the equatorial plane for Vgy = 200, 300,400, and 500 km s~ !
for Bpyip = 5 nT. As mentioned in section 3.2.1, the concave structure persists in
all cases. We also see that the separation distance between the boundary point
at y = 0 and the farthest point at y = £10 Rg, both of which are mapped from
the reconnection site, increases as By decreases. However, for different Vgyy,
the separation distance between the boundary point at y = 0 and the farthest
boundary point at y # 0 increases as Vsy, increases.

To understand these dependences qualitatively, we treat the steady state of
the Earth’s magnetosphere for northward IMF as a system in dynamical equi-

librium. The reconnection, which occurs in the cusp region, adds flux to the
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dayside magnetosphere, and the solar wind grabs the newly reconnected field
lines on the nightside and transports them downstream. The newly added flux
on the dayside is convected along the low-latitude boundary layer to the night
side. The corresponding ionospheric response is the inner convection cells of the
four-cell ionospheric convection pattern shown in Figure 3.3. When the field lines
arrive at the end of LLBL around |y| < 10 Rg, the local magnetic field gradient
at the cusp region is large enough for the reconnection to occur. For dynamic
equilibrium, the timescale for adding flux at the dayside and peeling off of flux
on the nightside should be equal. In the equatorial plane the flux-conservation

can be stated as

BsAq = B, A,, (3.5)

where By(B,) is the magnetic field for the newly added (peeled) flux at the
dayside (nightside), and A4(A,) is the area on the dayside (nightside) for the
newly reconnected flux through the equatorial plane. B, can be approximated

by Brvr; we also know that the dayside pressure balance gives
Bj o« pVsw?. (3.6)

Combining Eq. (3.5) and Eq. (3.6), we have

A, \PVsw
— X .
Aq Bivr

(3.7)

Assuming that the dayside area A, is independent of Byyp and Vsy, the scaling

presented of Eq. (3.7) is consistent with the observed dependence of the closed
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field line area in the equatorial plane as a function of Bpyr and Vg as shown
in Figures 3.9 and 3.10 respectively. The nightside area A, increases with the

increase of Vs and decreases with the increase of Byyp.

3.3.2 Structure of the Tail Plasma and Field

In this section, we study the structure of various tail plasma and field quantities
for the steady state magnetosphere under different solar wind conditions. The
parameters we varied for the solar wind condition are the same as in section
3.3.1, namely, the solar wind velocity and Bpp. The final steady states are
divided into two groups. One for the set A listed in Table 3.1 with solar wind
Bmyr=4, 5, 10, 15, 20 nT; The second for the set B listed in Table 3.2 with
Vsw= 200, 300, 400, 500, 600 km /sec.

Two kinds of 1D cut are applied to the steady state. One is along the X
axis between x=-10 Rgr and x=-T0 Rg. The other is along the direction of the
7 axis which intersects the equatorial plane at x=-10 Rg, y=0 Rg. This second
cut is from z=-30 Rg to z=30 Rg. Both of the 1D cuts provide details about
the structure of the magnetosphere in north-south plane. We have also studied
the three dimensional structure of the shell current sheet and its dependence on

different solar wind conditions.
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3.3.2.1 Dependence of the Tail Plasma and Field on Bpyp

Figure 3.11 shows 1D-cuts of various steady state tail plasma and field quantities
along the direction of Z axis at x=-10 Rg, y=0 Rp for different solar wind Byyp.
Due to the symmetry of the simulation, some quantities, such as V,,, B, etc., are
insignificant and have not been plotted.

The steady state tail density, velocity and electric field E, are small in the
region from z=-10 Rg to z=10 Rg. Outside this region, there is one layer (ap-
proximately inside 12 R < |z| < 20 Rg) across which B, changes its direction.
This corresponds to the kink of the magnetic field at the night side produced by
the cusp region reconnection. V, starts to increase in magnitude and matches
the solar wind velocity when traverses the transition layer. The current density
J, shows a negative bump in the transition layer with magnitude of 10~ A/m?.
The inner edge of the current density bump corresponds to the boundary of
the closed magneto-tail. The magnetic field B, matches the solar wind IMF at
|Z| > 20 Rg. All the quantities are of even symmetry except V, and B, which
as expected are of odd symmetry. V, has significant magnitude around |Z| = 20
Rpg, which shows the relaxation and expansion of the kinked magnetic field line.

The larger the Bjyr in the solar wind, the smaller the steady tail radius.
This can be inferred from the inner edge of the bump of the current density
Jy and the location of the transition layer of B,. As we explained in section

1/3

3.3.1, the cross-tail area scales as Agy o< 1/Bpyp/°. The increase of the solar
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Figure 3.11: 1D-cuts of various tail plasma and field quantities along the di-
rection of Z axis at x=-10 R(E), y=0 for the steady magnetosphere with solar
wind Bpyp= 4, 5, 10, 15, 20 nT, Vsyr=400 km/sec and n= 5 c¢m 3. Different
color of the curve represent steady states with different solar wind conditions.
The colored labels at the bottom of the figure identify the solar wind condition
with which the colored curve represents. Density n is of unit cm™=3; velocity is of
unit km /sec; pressure is of unit keV * cm~3; magnetic field is of unit nT; electric
field is of unit mV * m~! and current density is of unit 1071 A x m=2.
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magnetic field By r leads to the increase of the steady magnetic field B, inside
the tail.

Next, Figure 3.12 shows the 1D-cuts of various steady state tail plasma and
field quantities along the X axis for different Byyr. The tail magnetic field B,
matches the magnitude of the Byyp for x< -20 Rg. As expected, B, is almost
zero for x< -20 Rg. Inside the closed tail, the density is low and the velocity
V. is almost zero. Both the increase of the density and the velocity V, mark
the boundary of the closed magnetosphere. The slopes of the transition of the
density and V, are notably different for different B;ar. The current density J,
varies from a positive to negative value and finally approaches 0 along the X
axis in the anti-sunward direction. This corresponds the change in the curvature
of the magnetic field from towards the Earth in the tail to anti-sunward in the
open field line region near the tail boundary and finally merger with the solar

wind magnetic field.

3.3.2.2 Dependence of the Tail Plasma and Field on Vg

Figure 3.13 shows the 1D-cuts of various tail plasma and field quantities along
the direction of Z axis at x=-10 Rg, y=0 Rg for the steady magnetosphere with
solar wind V=200, 300, 400, 500, 600 km/sec, Bpyp= 5 nT and n= 5 em 3.
The dependence of the structure of the tail field along the Z direction on the

solar wind velocity is different from the dependence on By r. The tail velocity
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Figure 3.12: 1D-cuts of various tail plasma and field quantities along X axis for
the steady magnetosphere with solar wind Bryp= 4, 5, 10, 15, 20 nT, Vgy=400
km/sec and n= 5 ecm™3. Different color of the curve represent steady states with
different solar wind conditions. The colored labels at the bottom of the figure
identify the solar wind condition with which the colored curve represents. The
units are the same as in Figure 3.11.
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Figure 3.13:
tion of Z axis at x=-10 R(E), y=0 for the steady magnetosphere with solar wind
Vsw=200, 300, 400, 500, 600 km/sec, Bpyp= 5 nT and n= 5 cm™3. Different
color of the curve represent steady states with different solar wind conditions.
The colored labels at the bottom of the figure identify the solar wind condition
with which the colored curve represents. The units are the same as in Figure
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field V, matches the appropriate solar wind velocity outside the tail and the
distribution of the tail magnetic field B, doesn’t differ much for different solar
wind velocities. The closed tail radius, which can be inferred from the increase in
the density and the velocity V,, varies notably for different solar wind velocity.
This can also be inferred from the drift and the change in magnitude of the
negative bump of the current density J,. The tail magnetic field B, matches
the Byyp= 5 nT for |Z| > 20 Rg. E, which is mainly proportional to V,, x B,
shows similar variation as V.

Figure 3.14 shows the 1D-cuts of various tail plasma and field quantities along
the X axis for the steady magnetosphere with different solar wind velocities.
The overall dependence of the steady state structure of the tail field along the
X axis on solar wind velocity is not as apparent as the dependence on solar
wind magnetic field. This is mainly due to the fact that the Brjyr has more
direct effect on the tail length than the solar wind velocity. With higher solar
wind velocity, the stress on the tail side is larger. Therefore, the steady tail lobe
thermal pressure and current density J, is larger for higher solar wind velocity.
With different solar wind velocity, the tail magnetic field B, for x< -20 Rpg
converges to the same magnitude which is comparable to the solar wind IMF.
This confirms our previous statement that the steady tail magnetic field in the
equatorial plane is of the magnitude comparable to that of the solar wind IMF.

The tail magnetic field B, is almost 0 at x< -20 Rp for different solar wind
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Figure 3.14: 1D-cut of various tail plasma and field quantities along X axis
for the steady magnetosphere with solar wind Vsy=200, 300, 400, 500, 600
km/sec, Bpyr= 5 nT and n= 5 ¢m~3. Different color of the curve represent
steady states with different solar wind conditions. The colored labels at the
bottom of the figure identify the solar wind condition with which the colored
curve represents. The units are the same as in Figure 3.11.
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velocity.

3.3.2.3 3D Shell-Current-Sheet Structure

Figure 3.15 shows the current profile for different solar wind conditions. The
view point is from the side of the north-south (X-Z) plane. The background is
the log of the magnitude of the total current density in the north-south (X-Z)
plane. The white shell-like surface is the isosurface with total current density
larger than 2.5x107° A/m?.

In general, the dominant current structure is of shell-sheet shape. At the
magnetopause on the dayside, the magnetic field is compressed and strength-
ened by the northward IMF. The magnetic pressure balances the solar wind
dynamical pressure which has passed the shock front. Therefore, the shell cur-
rent at the front centered on the X axis is mainly due to the gradient of the
magnetic field. In the cusp region, the cusp reconnection is a dynamical steady
state process and produces pairs of kinked magnetic field lines. One part of the
newly reconnected field lines is tied to the Earth’s ionosphere and adds flux to
the dayside magnetosphere. The other part of the newly reconnected field line
frozen into the solar wind is convected down stream in the anti-sunward direc-
tion. Therefore, the shell-current-sheet in the cusp region is mainly due to the
curvature and X line structure of the magnetic field at the field null. Normally,

the reconnected magnetic field lines, that are added to the dayside magneto-

83



Figure 3.15: Steady 3D shell-current-sheet structure for different solar wind
conditions. The view point is from the side of the north-south (X-Z) plane. The
background is the log of the magnitude of the total current density in the north-
south (X-Z) plane with color legend on the right. The white shell-like surface
is the isosurface with total current density larger than 2.5x10°° A/m?2. (a)
Steady shell-current-sheet structure for Earth’s magnetosphere with solar wind
Vsw= 400 km/s, Bryrr=>5 nT and density= 5 cm™3. (b) Steady shell-current-
sheet structure with solar wind Vs = 400 km/s, Bryr=10 nT and density= 5
em 3. (c) Steady shell-current-sheet structure with solar wind Vsy= 300 km/s,
Biyr=5 nT and density= 5 cm 3. (d) Steady shell-current-sheet structure with

solar wind Vsy= 600 km/s, By p=>5 nT and density= 5 cm 3.
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sphere assume sharper curvature than the reconnected magnetic field line which
are convected away by the solar wind on the nightside. Thus, only the shell-
shaped current sheet in the cusp region formed by the reconnected magnetic
field line which are added to the dayside magnetosphere, is above the threshold
current density and visible. The current due to the reconnected field line on the
night-side still has significant magnitude. This can be seen in the red shaded
area in the cusp region on the nightside. The tail current sheet around X axis
is broad and of smaller magnitude compared to the current structure mentioned
above.

Panels (a) and (b) of Figure 3.15 show the steady shell-current-sheet struc-
tures for Bryr= 5, 20 nT, respectively. The solar wind Vsy= 400 km/s and

3 are the same for the two cases. It can be seen that for higher

density= 5 cm ™~
interplanetary magnetic field By p, the dayside current sheet at the magne-
topause is further away from the Earth and covers more area. This is because
the higher northward IMF strengthens the dayside magnetic field more and the
magnetopause is formed further away from the Earth. The shell-current sheet
at the cusp region is also broader with higher solar wind magnetic field Brasp.
With higher solar wind IMF, the magnetic field around the reconnection site is
higher due to the reconnection criteria of opposite magnetic field line of similar

magnitude. More magnetic flux is piled up at the cusp region. During steady

stage, more reconnection needs to take place to dispose of the magnetic flux.

85



One direct consequence is the broader current sheet in the cusp region.

Panels (c) and (d) of Figure 3.15 show the steady shell-current-sheet struc-
tures for solar wind Vgy= 300, 600 km /sec, respectively. The solar wind By p=
5 nT and density= 5 cm 2 are the same for the two panels. It can be seen that
the dayside current sheet at the magnetopause is closer to the Earth. The higher
solar wind ram pressure pushes the magnetopause closer to the Earth. The shell-
current-sheet at the cusp region is also broader for higher solar wind velocity.
With higher solar wind velocity, more solar wind magnetic flux are piled up
at the cusp region and more reconnection is needed to dispose of these flux.

Therefore, the shell-current-sheet at the cusp region is broader.

3.3.3 Time Evolution of the Magnetosphere to Steady

State

A critical issue in understanding the magnetosphere for northward IMF, is the
time required for the magnetosphere to reach steady state, as a function of the
driving parameters. Figure 3.16 shows the position of the last closed field line
as measured on the nightside at y = z = 0 for different values of the Byyp. t =0
refers to the transition from southward IMF to northward IMF at the subpolar
magnetopause. After the IMF turns from southward to northward, the stress on
the tail is reduced and the tail starts to expand both in length and in radius.

The last field line is convected downstream at the speed of the solar wind. As
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Figure 3.16: Time history of the last closed field line for Byyp = 4,5, 10, 15,
and 20 nT and Vg =400 km s~ at y = 2z = 0.

mentioned in section 3.2.1, when the condition in the cusp region matches the
reconnection criterion, the field lines are reconnected and peeled off. Thus, at
some instant of time, the tail reaches a maximum tail length. This maximum tail
length scales as 1/Bfy;p and depends weakly on Vs (not shown). Finally, the
magnetosphere relaxes and reaches a state of minimum energy. The time taken
to reach the steady state varies from 1 to 10 hours. With the preconditioning
used in section 3.2.1, the time taken to reach a steady stage scales as 1/ BIQMF-
These studies imply that in reality the magnetosphere might not relax to a true
quiet time steady state with northward IMF, since most of time the driving solar
wind conditions vary on a faster timescale. However, in those rare cases when
the northward IMF as well as the solar wind ram pressure is sustained for many
hours such steady states may be realized.

We finally discuss the role of the ionospheric conductance on the tail size
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Figure 3.17: Time history of last closed field line for Bpyp = 5 nT and Vgy =
400 km s7! at y = 0 and z = 0 for ionospheric Pedersen conductance of 5 mho
(solid line) and 10 mho (dashed line).

in steady state. Simulations with the same solar wind conditions, but different
ionospheric Pedersen conductances of 5 and 10 mho in the ionosphere were per-
formed. The evolution history of the tail length Ro¢ is plotted in Figure 3.17.
Here t = 0 corresponds to the transition from southward IMF to northward IMF
at the front of the magnetopause. We observe that the time evolution history
of the tail length is different for the two cases, But the final steady state tail
length is the same. As suggested by Song et. al. [2000], the ionospheric conduc-
tance controls the convection cell in the magnetosphere. During the evolution
of the magnetosphere to steady state, the cross polar cap potential drops from
120 kV to about 15 kV and the ionospheric current is large. Higher ionospheric
conductance allows for higher ionospheric convection velocity and the energy

dissipation into the ionosphere is faster. Therefore, the relaxation of the tail
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is quicker. However, the final steady state is the same because the ionospheric
effects are negligible at this stage. Inside the magnetotail the convection velocity
is much smaller than the velocity in the LLBL. Thus, in the steady state the
ionosphere does not play a role in determining the magnetotail size. This con-
clusion is further affirmed by the fact that the simulations of Ogino and Walker
[1984] and Usadi et al. [1993] indicated a short tail configuration (~ 40-60 Rg),

although the inner boundary of these models is a simple resistive shell.

3.4 Comparison with Observations

Lack of direct satellite observations is the main reason that the controversy
on long vs. short tail for steady state magnetosphere can not be resolved. It
takes hours for the magnetosphere to reach steady state. It is rare that the
solar conditions can maintain steady northward IMF for several hours and even
rarer that there are satellites traveling inside the tail far away enough from the
Earth to record the tail field during the quiet-time interval. Both of the factors
make it difficult to resolve the problem. In this section, we present observational
evidences of the tail relaxing from a long stretched configuration to a short-closed
configuration during steady northward IMF and compare the observations with
global MHD simulation results.

For the Earth’s magnetotail to relax from a stretched long tail configuration

and to reach a short-closed tail configuration, we expect the magnitude of tail

89



field B, in the region of x<-20 Rg and around the equatorial plane decreases to
reach very low values. Furthermore, the tail field B, in the same region increases
and becomes comparable to the steady solar wind magnetic field B, component.
The relaxation time is several hours. This is the type of evidence we seek for the

relaxation of the tail to a short-closed tail configuration.

WIND Satellite Observations
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Figure 3.18: Solar wind condition as observed by the WIND satellite on Feb.
9-10, 1995.

On Feb. 9-10, 1995, the solar wind condition observed by the WIND satellite

were quiet and maintained northward IMF for more than 10 hours. Figure 3.18
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shows the solar wind condition on Feb. 9-10, 1995, observed by the WIND
satellite. The data is obtained from CDAWeb. All the vector components are
in geocentric solar-ecliptic (GSE) coordinates. The solar wind velocity V, is
around 350 km/sec and quite steady. The other two components of the solar
wind velocity (V,, V) are of much smaller magnitude and not plotted. The
time interval of interest for WIND observations is between 18:30 UT on Feb.
9, 1995 and 1:00 UT on Feb. 10, 1995. The B, component of the solar wind
magnetic field is around 5 nT and quite steady in this interval. The B,, B,
and ram pressure of the solar wind are also steady. Therefore, the solar wind
maintained a steady northward IMF for at least 6 hours. The delay for the solar
wind propagating from the WIND satellite to the Earth’s magnetopause is about
50 minutes.

Geotail satellite is located down the Earth’s magnetotail around x=-20Rg
and near the equatorial plane. Figure 3.19 shows the trajectory of the geotail
orbits in X-Y and X-Z plane in GSM coordinate. The time interval of interest is
from 19:00 UT on Feb. 9, 1995 to 3:00 UT on Feb. 10, 1995. During this time
interval, Geotail satellite is below and close to the equatorial plane. It traveled
from (x=-24.55 Rg, y=-2.64 Rg, z=-3.02 Rg) to (x=-17.66 Rg, y=-7.19 Rg, z—-
3.92 Rp) during the interval of 8 hours and the trajectory is inside the tail. The
fact that it was inside the tail can be concluded on the basis of the simulation

results where for the parameters of the solar wind cited above, the smallest size
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Geotail Satellite Orbit (Feb. 9-10, 1995)
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Figure 3.19: Geotail Satellite Orbit in GSM coordinate on Feb. 9-10, 1995.

of the tail length is about 45 to 50 Rg. Therefore, this is a good case to study

the tail field evolution during steady northward IMF.

3.4.1 Observations

Figure 3.20 shows the tail magnetic field observed by the Geotail satellite (black
curve) on Feb. 9-10, 1995. The magnetic field is in GSE coordinate. Between
14:00 UT and 19:00 UT on Feb. 9, the magnitude of tail field B, is around 8
nT and B, is around 1 nT. Starting from 19:00 UT, Feb. 9, the magnitude of
B, decreased and reached a steady value around 2nT after 23:00 UT on Feb. 9.

Also starting from 19:00 UT, Feb. 9, B, increased and reached a steady value
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Figure 3.20: Comparison between Geotail observations and global MHD sim-
ulations on Feb. 9-10, 1995. The black curve is the magnetic field observed by
the Geotail satellite and the red dotted curve is the modeled magnetic field from
global MHD simulations. Both of the observed and modeled magnetic field are
in GSE coordinate and of unit nT. Bt is the magnitude of the total magnetic
field.
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around 5 nT which is comparable to solar wind magnetic field B, after 24:00,
Feb. 9. Both B, (nearly zero) and B, (comparable to the magnitude of solar
wind B,) are quite steady in the interval between 00:30 UT, Feb. 10 and 3:00
UT, Feb. 10. During the whole time period, there is no obvious trend for the
change in B,.

The evolution of the magnetic field B, from around 8 nT to 2 nT and B,
from nearly 0 nT to 5nT corresponds to the dipolarization of the magnetotail.
This is the results of the transition from a long stretched tail configuration to
a short-closed tail configuration. During the process of relaxation, our previous
simulation shows the tail flux can be approximated as conserved. Therefore, the
increase for the magnetic field B, near the equatorial plane infers the decrease
of the tail cross-equatorial-area which is the shortening of the magnetotail. As
we have shown, the solar wind conditions are quite steady northward IMF with
B, = 5nT for the time interval between 18:30 UT on Feb. 9 and 1:00 UT on Feb.
10. The dipolarization of the magnetotail or the evolution of the magnetosphere
from a long tail to a short tail takes more than 4 hours, given that the solar
wind is quite steady for more than 7 hours.

With only one satellite in the magnetotail, it is difficult to determine the
tail length of the closed magnetotail. But we emphasize that during the steady
state the magnetotail field B, observed by the Geotail satellite is comparable

to solar wind magnetic field B, and lobe field B, is nearly 0. This is what our
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simulations of steady state magnetosphere with northward IMF in section 3.3
have predicted and the explanation is based on the fact that the continuity of
magnetic pressure requires that the steady tail magnetic field be equal to solar

wind magnetic field B,. The detailed explanation can be found in section 3.3.

3.4.2 Comparison between observations and Simulations

In the previous section, during steady northward IMF, the observations show
that magnetotail field shows the signature of the dipolarization of the magneto-
tail. In this section, we present the results from global MHD simulation for the
event occurred on Feb. 9-10, 1995. This helps us to have a better understanding
of the evolution of the tail during the event.

The global MHD simulation is carried out with the model of the actual event
simulation introduced in chapter 2. The WIND satellite observations are used
as input and propagated to the front of our simulation grid. The time delay
for the propagation is 50 minutes. The simulation was performed in the Solar
Magnetic (SM) coordinate system allowing for the tilt of the Earth’s magnetic
dipole relative to the solar wind flow direction to be included. The full ionosphere
model described in chapter 2 is used.

Figure 3.21 shows two panels of the three dimensional configuration of the
Earth’s magnetosphere from the simulation of the Feb. 9-10, 1995 event. In both

of the panels, the background is a cut plane at z=-6 Rg and perpendicular to
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Figure 3.21: Three dimensional view of the Earth’s magnetosphere from the
global MHD simulation of the Feb. 9-10, 1995 event. In both of the panels,
the view point is from some position above the North Pole. The coordinate
system is in GSM. The black arrows are the velocity vectors in the cut plane.
Pink lines are the field lines on the last closed field line surface. The blue curve
inside the tail near x=-20 Rp is the trajectory of the Geotail satellite in GSM
coordinate. The white ball on the blue curve represents the position of the
Geotail Satellite. (a)Simulated magnetosphere configuration for 18:17 UT on
Feb. 9, 1995. (b)Simulated magnetosphere configuration for 00:59 UT on Feb.
10, 1995.
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the Z axis. The background color map is the log of density with color legend on
the right. Pink lines are the field lines on the last closed field line surface. The
blue curve inside the tail near x=-20 Rg is the trajectory of the Geotail satellite
in GSM coordinate. The white ball on the blue curve represents the position of
the Gaotail Satellite. During the time period of interest, the Geotail Satellite
is below the equatorial plane. The last closed field lines are made sparse in the
viewer’s side to expose the trajectory of the Geotail satellite clearly. Panel (a)
of Figure 3.21 shows the simulated magnetosphere configuration at 18:17 UT
on Feb. 9. The magnetotail is of stretched long tail configuration and more
than 100 Rg long. The low density region (green shaded) in the tail extends
further than x=-120 Rg tailward. Panel (b) of Figure 3.21 shows the simulated
magnetosphere configuration at 00:59 UT on Feb. 10. The tail extends to
x~-50 Rp and forms a short-closed tail configuration. The cross-tail area at
x=-10 Rp in panel (b) is larger than the cross-tail area at x=-10 Rg in panel
(a). The tail relaxes from a long stretched tail configuration to a short-closed tail
configuration. Before 18:30 UT, on Feb. 9, the WIND satellite observations show
strongly varying solar wind condition with high ram pressure and fluctuating
solar wind magnetic field. Under these circumstances the tail is highly extended
on the night side. With steady northward IMF observed by WIND between
18:30 UT, Feb. 9 and 1:00 UT, Feb. 10, the tail relaxes and expands in radius

in the plane perpendicular to the equator. When the magnetic field in the cusp
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region matches the magnitude of the IMF, the field lines reconnect on the night
side and peel off thereby establishing a short tail. Finally, the magnetosphere
reaches a state of minimum energy. We emphasize that the short tail shown in
panel (b) of Figure 3.21 is in dynamical equilibrium. The reconnection, which
occurs in the cusp region, adds flux to the dayside magnetosphere and the solar
wind grabs the newly reconnected field line on the night side and transports
them downstream. The newly added flux on the dayside is convected along the
low-latitude boundary layer (LLBL) to the nightside to supplement the tail flux.
Therefore, a steady short tail configuration is maintained.

Figure 3.20 shows the comparison between the observed magnetic field by
the Geotail Satellite and the modeled magnetic field from our simulation. The
black curve is the Geotail satellite observations. The red dotted curve is the
modeled magnetic field from our simulation. Both of the observed and simulated
magnetic field are in GSE coordinate. The modeled magnetic field is taken from
the simulation through interpolation along the trajectory of the Geotail satellite.
For B, and B,, The agreement between simulation and observation is good. The
simulation reproduces the transition of B, from B, ~-10 nT to B, ~0 nT and
the transition of B, from B, ~ 0 nT to B, ~ 5 nT. Both the transition slope
and the average magnitude of the magnetic field before and after the transition
agree well with the observations. Especially for the steady stage between 00:30

UT and 03:00 UT, Feb. 10, the agreement is quite good. The observation shows
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small oscillations of on the time scale of several minutes. The simulation however
shows a smoothed average trend in the evolution of the magnetic field. We don’t
expect the MHD model to reproduce the features of minute-scale oscillations,
since the spatial resolution in our numerical grid is 1 R in the region of interest.
There are some mismatches in the magnitude of B, between the simulation and
the observation before 18:00 UT, Feb 9. The simulation shows a larger magnitude
than the observations. We speculate that this is due to mismatches in current
sheet thickness between the global MHD model and actual situation. Also, the
agreement of B, between the observation and the simulation is not as good as B,
and B,. Since we are interested in the transition process from a long stretched
tail to a short-closed tail during steady northward IMF, these mismatches don’t
affect our conclusions on the final steady state as well as on the timescale of
evolution.

The good agreement between the Geotail satellite observations and our global
MHD simulations leads us to conclude that the earth’s magnetosphere during
the time interval between 00:30 UT, Feb. 10 and 3:00 UT, Feb. 10, is in its
steady state with a short tail of 50 Rg long. During steady stage, the magnetic
field B, is nearly zero in the region x<-20 Rg and near the equatorial plane
and B, is comparable to the solar wind magnetic field B, in the same region.
Although a single satellite observation cannot establish the tail size, the good

agreement of the simulation results with Geotail’s magnetic field data suggests
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that the short tail steady-state magnetosphere for long northward turnings (in

excess of four hours) observed in the simulations is a possible realistic size.

3.5 The Role of Preconditioning

At this point it is important to note that there is a discrepancy between our
results and those of earlier work by Fedder and Lyon [1995], where it was claimed
that the magnetosphere with identical solar wind plasma parameters extended to
155 Rg. The explanation for the discrepancy with earlier work is the following.
In the work of Fedder and Lyon [1995], the start-up did not have the initial 50 min
of unmagnetized solar wind flow, while the rest of the start-up is the same as that
in section 3.2.1. We refer here to our start-up as scenario A and to their start-
up as scenario B. Figure 3.22 shows the time histories of the solar wind B, for
scenario A and B. As a consequence, the magnetosphere was preconditioned in a
different way for scenario B compared to the run discussed above for scenario A.

Figure 3.23 shows the time evolution of the position of the open-closed boundary
Roc as a function of time, for scenario A and scenario B. The dashed curve
corresponds to scenario A, while the solid curve corresponds to that obtained by
Fedder and Lyon (scenario B). Notice that for scenario B, the relaxation time is
much longer than that for scenario A. What is clearly seen is that after the initial
southward phase during which the open-closed field line boundary Ro¢ is near

Earth at around 20 Rg, the boundary expands at the speed of the solar wind to a
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Figure 3.22: Time history of the solar wind B, for scenario A (top panel) and
scenario B (bottom panel).
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Figure 3.23: Time history of the boundary of the last closed field line for the
present study (scenario A) (dashed line) and Fedder-Lyon (scenario B) (solid
line).

very long tail. The dynamics following this expansion phase differs markedly for
the two different preconditionings of the magnetosphere. A careful examination
of the plasma conditions just prior to the northward turning indicates that the

plasma pressure in the tail current region is larger for the Fedder-Lyon case
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(scenario B) compared to our case (scenario A). This slows down the early phase
of the relaxation. As a consequence, a “quasi-steady” state with an extended
tail exists for ~ 30 minutes. The run reported in Fedder and Lyon [1995] paper
was terminated after 20 min into the “quasi-steady” state. However, using their
data, we ran it out for a longer period of time and found that it finally relaxes to
a much shorter magnetosphere, similar to the steady state shown in Figure 3.2 a
and b. Different preconditionings affect the evolution to reach the steady state,
but not the final steady state. The final steady state size of the magnetosphere
on the nightside is also in very good agreement with the tail length results for
the steady state quiet time magnetosphere obtained by others [Gombosi et al.,
1998; Song et al., 1999; Bargatze et al., 1999] for similar solar wind parameters.
We believe that such studies are required to address and resolve long-standing

issues in the interpretation of global MHD simulations.

3.6 Conclusions

We have investigated the quiet time magnetosphere for northward IMF, assuming
that the solar wind density and velocity are constant over a long time period
to achieve a steady state. The global MHD simulation shows that the steady
state magnetosphere with northward IMF has a short tail (~ 40 Rg) for the
standard case, which is consistent with the results of [Gombosi et al., 1998; Song

et al., 1999; Bargatze et al., 1999]. Cusp region reconnection and ionospheric
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four-cell convection pattern are clearly seen in our simulations. We observe the
concave shape of the steady state magnetosphere in our simulation, which has
been predicted by the phenomenological analysis of Song et al. [2000]. Our
results differ from the long-tail result obtained by simulations of Berchem et al.
[1995] and Raeder et al. [1995].

We find that the size of the magnetosphere is controlled by the value of Bpyp
and Vsw. These two solar wind parameters control the size of the quiet time
magnetosphere. The scaling dependences are summarized as following;:

1. The cross-equatorial area Aggr o 1/Bpyp. The cross-tail area Acr mea-
sured near the cusp region at z =~ -10 Rg is also found to decrease with the
increase in Bpyp- In that region, since the field in the tail is dominantly the
dipole field, our simple model indicates that Acr o 1/ B111</?F

2. In general, with higher solar wind velocity the radius of the tail cross
section is smaller, and the tail length is longer. The cross tail area Agr measured
at z ~ -10 Ry is proportional to Vgp 4.

3. The area A, on the nightside for the newly reconnected flux through the
equatorial plane (along the coast of the concave bay) increases with the increase
of Vo and decreases with the increase of Brjsr. Our model based on the balance
between the adding of flux at the dayside and the peeling off of flux on the night

B

side shows that A, %, which is consistent with the simulated dependence.

Using simple flux conservation and momentum balance conditions, the nu-
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merically observed scaling laws for the size of the closed magnetosphere on the
nightside have been qualitatively explained. We also demonstrate that the iono-
spheric conductance is a minor effect in determining the steady magnetotail size.
Only, the transient behavior is influenced by the conductance. Furthermore, we
study the structure of the magnetosphere and its dependence to different solar
wind conditions. The structures of 1D cuts of various tail plasma and field quan-
tities along X axis and direction of Z axis at x=-10 Rg, y= 0 Rg are analyzed.
The steady 3D current sheet profiles as modeled from global MHD simulations
are also presented.

We examined one quiet-time northward IMF event, during which the Geotail
satellite is inside the tail. The actual event, occurred on Feb. 9, 1995, is simu-
lated and analyzed. The good agreement between our global MHD simulation
results and the Geotail satellite observations leads us to conclude that, during
steady northward IMF, the Earth’s magnetotail relaxes from a long stretched
tail configuration to a short closed tail configuration. During steady stage, in
the region around x<-20 Rg near the equatorial plane, the magnetic field B, is
nearly zero and B, is comparable to the solar wind magnetic field B,. This is
consistent with our predictions based on the model we develop with the ideal
case. The time for the transition takes several hours.

Thus the global MHD code provides a very reliable comparison of the north-

ward IMF steady state since the final dynamic equilibrium state depends on
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general global force balance. We have here resolved the difference between the
earlier long-tail results of Fedder and Lyon [1995] and the short tail observed by

various groups [Gombosi et al., 1998; Song et al., 1999; Bargatze et al., 1999).

105



Part 111

Magnetospheric Substorms

106



Chapter 4

Global MHD Simulation of an Ideal

Magnetospheric Substorm

4.1 Introduction

In the past, global MHD models were used to simulate several actual magneto-
spheric substorm events [Fedder et al., 1995; Wiltberger, 1998; Goodrich et al.,
1998; Lyon et al., 1998; Lopez et al., 1998; Wiltberger et al., 2000; Papadopoulos
et al., 1999; Slinker et al., 2001; Raeder et al., 2001] and were quite successful in
reproducing the observed substorm activities in both the magnetosphere and the
ionosphere. In this chapter, an ideal magnetospheric substorm is simulated with
the LFM global MHD model and is analyzed comprehensively. The substorm is
initiated by a sudden northward-southward IMF turning. This chapter serves

as a pictorial review of the typical behavior of the Earth’s magnetosphere and
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ionosphere during substorms as seen by the global MHD model.

Several models have been developed [Kivelson and Russell, 1995] in order
to explain different magnetospheric and ionospheric phenomena during mag-
netospheric substroms. The most successful ones are Near-Earth Neutral-Line
(NENL) model and Current-Disruption (CD) model. A central feature of the
near-earth neutral line (NENL) model [Baker et al., 1996] is the formation of an
X-line in the magnetic field structure in the mid-tail region of the magnetosphere.
The imbalance between the rates of reconnection at the dayside magnetopause
and the distant neutral line leads to accumulation of magnetic flux in the tail and
its stretching. The formation of the X-line in the mid-tail (~ 20-50 Rg) impul-
sively resolves the imbalance. The consequences of the near-Earth neutral line
formation are the generation of a plasmoid and its ejection, the sudden shrink-
ing of the earthward part of the tail, the generation of earthward plasma flows
and the formation of substorm current wedge, leading to auroral activity. The
Current-Disruption (CD) model [Lui, 1996] is based on the observation that the
substorm often starts with a burst of plasma turbulence and partial disruption
of the cross-tail current in the near-Earth (~ 6-10 Rg) region. The Current-
Disruption model has the onset of a non-MHD instability in a thin current sheet
in the near-Earth magnetotail. In this model, the global tail reconfiguration, in-
cluding the formation of the X-line, arises as a marcroscopic consequence of this

relatively small-scale process. Both the Near-Earth Neutral-Line model and the
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Current-Disruption model strive to explain the close coupling between the near-
Earth magnetotail and the mid-tail region. To distinguish and integrate these
models is the goal of ongoing studies, including the global MHD simulations.

With the extensive analysis of several actual substorm event simulations,
Wiltberger [1998], Wiltberger [2000] and Slinker et al. [2001] conclude that al-
though the MHD code cannot model the detailed local plasma kinetic processes
central to both the current-disruption and NENL models, the simulations cap-
ture the essential features of the substorm, both those used to support the NENL
model and those associated with the Current-Disruption model. The flow chan-
nel observed in Wiltberger [1998] and Wiltberger et al. [2000] indicates a close
coupling between the mid-tail region and the near-Earth magnetotail. The sim-
ulation results of the ideal substorm presented next support these conclusions.
We refer to Wiltberger [1998], Wiltberger et al. [2000] and Slinker et al. [2001]
for the analysis of previous studies.

In the following sections, we present the initial solar wind conditions used
in our simulation, the arrival of the northward-southward IMF turning at the
magnetopause and the subsequent magnetospheric and ionospheric responses
for the first twenty minutes. Then, both the magnetospheric and ionospheric
responses during the substorm as simulated with the global MHD model are

analyzed in detail, and the conclusions are presented.
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4.2 Solar Wind Conditions and Simulation Model

(nT)

1
Time (Hour)

Figure 4.1: Solar wind condition used in the ideal magnetospheric substorm
simulation.

Figure 4.1 shows the solar wind condition for the ideal case simulation. At t
= 0 min, the solar wind magnetic field Bz changed from northward (=5 nT)
to southward (=-8 nT). The solar wind condition is recorded at X = 20 Rpg
sunward along the sun-Earth line. Before t = 0 min, a long period of northward
IMF (= 5 nT) was applied to the Earth’s magnetosphere and the magnetosphere
reached the idealized steady state that we studied in Chapter 3. The solar wind
parameters were: density= 5 /cc; velocity V, = 400 km/s; sound speed C; =

40 km/s. The y, z components of the solar wind velocity field and the x, y
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components of the solar wind magnetic field were zero. The full ionospheric
model as described in Chapter 2 was used in the simulation, but the dipole tilt

was not included, which is not important for our ideal event.

4.3 Arrival of the Northward-Southward IMF

Turning at the Magnetopause

Figure 4.2 illustrates the propagation of the Northward-Southward (NS) transi-
tion through the magnetosheath. Contour lines of B, as a function of position
along the SM X axis and time in minutes are shown in Figure 4.2. The positive
contours are shown by solid lines and the negative contours by dotted lines. The
contour interval is 4 nT starting at 2 nT and -2 nT for positive and negative
contours respectively. The dash line marks the contour of B,= 0 nT and rep-
resents the propagation of the NS transition along the X axis and in time. At
t = 0, the NS transition arrives at X = 20 Rg. In the upper left side, the
transition propagates at the solar wind speed. At t = 2 min, it hits the subsolar
bow shock at X = 13.5 Rg and slows in the magnetosheath as is indicated by
the weak slope of the contours. After an additional 8 min, at t = 10 min, the
NS transition reaches the magnetopause at X = 10.5 Rg. The delay time is
consistent with the observations of Ruobonuemi and Greenwald [1998]. As the

transition approaches the magnetopause, the flow nearly stagnates.
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Figure 4.2: Contour lines of B, as a function of position along the SM X axis

and time in minutes. The positive contours are shown by solid lines and the
negative contours by dotted lines. The contour interval is 4 nT starting at 2 nT

and -2 nT for positive and negative contours repectively. The dash line marks
the contour of B,= 0 nT.

Figure 4.3 shows the plasma speed V, in km/s versus time in minutes for
several locations along the SM X axis near the magnetopause. The magne-
topause is eroded due to the fast reconnection. The plasma flows toward the
reconnection site from both sides. For a fixed point earthward of the eroding
magnetopause, the flow is initially positive toward the reconnection site and then

becomes negative after the merging region passes. From Figure 4.3, we see that

the magnetopause passes X = 10.15 Rg at t = 22.5 min, X = 9.55 Rg at t =
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Figure 4.3: The plasma speed V, in km/s vs. time in minutes for several
locations along the SM X axis near the magnetopause.

28.3 min, and X = 8.95 Rg at t = 33 min.

The response in the ionosphere due to the NS transition is observed after t =
10 min. Figure 4.4 shows the simulated ionospheric electric potential contours
at 4 instants after the arrival of the NS IMF transition at the magnetopause. The
contour interval is 1 kV. The color legend on the left side of each panel represents
the positive and negative contour values. At t = 00:08:28, the ionospheric electric

potential contours show a four-cell pattern, which is typical of the magnetosphere
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01 - 00:08:28 01 - 00:09:44

Figure 4.4: The simulated ionospheric electric potential contours at 4 instants
after the arrival of the NS IMF transition at the magnetopause. The potential
contours are drawn for the northern hemisphere and the view point is above the
north pole. Noon and midnight side are labeled with 12 and 00 respectively in
each panel, dawn is to the right, and dusk is to left. The contour interval is 1
kV. The time is labeled at the top part of each panel. The frames picked are t
= 00:08:28, t = 00:09:44, t = 00:10:59, t = 00:12:14.

with steady northward IMF as studied in Chapter 3. At t = 00:09:44 and t =
00:10:59, the two potential cells close to dayside grow in size and magnitude.
Meanwhile, the high-latitude reverse cells driven by post cusp reconnection decay
and disappear at t = 00:12:14. The perturbation caused by the NS transition
is transmitted from the nose of the magnetosphere as an Alfven wave. At t =

00:12:14, the two reverse cells driven by the dayside reconnection are dominant.
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The cross polar cap potential (=12 kV) is small at t = 00:12:14.

Figure 4.5 shows the development of the typical two-cell ionospheric potential
pattern and magnetospheric convection at four later instants. In column (a) of
Figure 4.5, the ionospheric electric potential contours at four instants are shown.
The contour interval is 8 kV. The arrangements in each panel of column (a) are
the same as those in Figure 4.4. In column (b), the color maps of the velocity
V. in the YZ plane at X = -5 Rg in the magnetosphere at four instants are
shown. The color legend at the bottom right corner of each panel represents the
velocity range (from -60 km/s to 60 km/s). Positive velocity is represented using
reddish color and points towards the sun. In column (c), similar color maps in
the YZ plane at X = -8 Rg as those in column (b) are shown. In twelve minutes
(from t = 00:14:44 to t = 00:26:01), the ionospheric cross polar cap potential
grows from 24 kV to 90 kV and the two-cell ionospheric potential pattern is
fully developed. We can also see the development of magnetospheric sunward
convection from the color maps of V, in column (b) and (c). Large sunward V,,
appears several Rp inside the magnetopause after t = 00:18:30 and grows both
in space and magnitude. At t = 00:22:16 and t = 00:26:01, large sunward V
spreads in, above and below the equatorial plane. The shade of sunward V, is
broader in y direction for cut plane at X = -8 Rg than for that at X =-5 Rg. The
sunward flow inside the magnetopause appears as a fast magnetosonic refraction

wave propagating perpendicular to the closed field lines. It is channeled around
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Figure 4.5: Column (a): The development of the ionospheric two-cell potential
pattern at four instants. The contour interval is 8 kV. The arrangement in each
panel of column (a) are the same as those in Figure 4.4. Column (b): Color maps
of the velocity V, in the YZ plane at X = -5 Rg in the magnetosphere at four
instants. The color legend at the bottom right corner of each panel represents
the velocity range (from -60 km/s to 60 km/s). Positive velocity points towards
the sun. Column (c): Color maps of the velocity V, in the YZ plane at X = -8
Rp in the magnetosphere. The arrangements in each panel of column (c¢) are
the same as those in column (b). From top to bottom, the frames are at t=
00:14:44, t = 00:18:30, t = 00:22:16 and t = 00:26:01.
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the Earth and convected towards subsolar region to supply magnetic flux to the
reconnection happening there. The sunward convection inside the magnetopause
maps to the outer part of the two cell convection pattern in the ionosphere, which

also convects sunward.

4.4 Magnetospheric Substorm

4.4.1 Mid-Tail Reconnection

Figure 4.6 shows the evolution of the Earth’s magnetosphere in the North-South
(XZ) plane. In each panel of Figure 4.6, the view point is from the west side of
the Earth. The lines are magnetic field lines in the north-south plane. The X axis
points toward the Sun and the Z axis points toward the north. The background is
the log of density. At t = -00:07:48, the magnetosphere with steady northward
IMF is of the typical short-tail configuration, which we have studied in Chapter
3. At t = 00:47:20, the magnetotail reaches a long and stretched configuration.
During southward IMF, the newly reconnected magnetic flux at the dayside
magnetopause connects to the IMF and is tranported over the polar cusps by
the solar wind, where it is added to the outer portion of the tail lobes. The tail
lobe is compressed until a corresponding increase in tail-lobe magnetic pressure
balances the external pressure. At t = 00:51:05, we can see that the mid-tail

reconnection starts to occur at X = -55 Rg. In the simulation, the growing lobes
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Figure 4.6: The evolution of the Earth’s magnetosphere in the North-South (XZ,
Y = 0) plane. In each panel, the view point is from the west side of the Earth.
The lines are magnetic field lines in the north-south plane. The white lines are
field lines outside the magnetopause and the red lines are field lines inside the
magnetopause. The X axis points toward the Sun and the Z axis points toward
the north. The background is the log of density. The frames picked are at t =
-00:07:48, t = 00:47:20, t = 00:51:05, t = 00:56:06, t = 01:01:07 and t= 01:06:08.
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of the magnetosphere squeeze and heat the plasma sheet and cause the current
sheet to thin. In regions where the plasma density is the smallest the pressure
can’t be held off, and the equilibrium fails in a sudden increase in reconnection.
We believe that the timing and site of the magnetotail reconnection depends on
where the magnetic field gradient is sharp enough to break the MHD assumption
and not on the nature of the small resistvity responsible for the breakdown.
Panels at t = 00:56:06, t = 01:01:07, and t = 01:06:08 show the formation and

ejection of the plasmoid (bubble of closed field lines) created by the neutral line.

4.4.2 Magnetospheric Responses
Electric Field and Field Aligned Current Diagnostic

Figures 4.7 and 4.8 show the frames of the evolution of the magnitude of the
electric field (|E|) (left column) and field aligned current (FAC) (right column) in
the equatorial (XY) plane with the velocity vectors overlaid. In the left column,
color maps of the magnitude of the electric field (|E|) are shown. The color
legend at the bottom right corner of each panel represents the |E| range (from
0 to 5.0 mV/m). In the right column, color maps of the field aligned current
are shown. The color legend in each panel represents the FAC range (from -0.5
nA/m? to 0.5 nA/m?).

At t = 00:00:57, before the NS IMF transition hits the magnetopause, the

magnetosphere is quiet and the tail lobe electric field is small. Field aligned
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Figure 4.7: Frames of the evolution of the electric field magnitude (left column)
and field aligned current (right column) in the equatorial (XY) plane. The
white arrows are velocity vectors. Left column: Color maps of the magnitude
of electric field (|E|). The color legend at the bottom right corner of each panel
represents the |E| range (from 0 to 5.0 mV/m). Right column: Color maps of
the field aligned current. The color legend at the bottom right corner of each
panel represents the FAC range (from -0.5 to 0.5 nA/m?). From top to bottom,
the frames are at t = 00:00:57, t = 00:52:20, t = 00:58:36 and t = 01:02:22,

respectively. 190
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Figure 4.8: Figure 4.7 Continued. From top to bottom are frames at t =
01:06:08, t = 01:14:54, t = 01:16:09 and t = 01:18:39, respectively.
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current inside the tail lobe is mainly distributed in the near Earth region (X> -
10 Rg). At t = 00:52:20, the tail lobe electric field is still small. The field aligned
current in the region X< -35 Rg down the tail does not affect the ionosphere
and its formation is due to the variation of B, in the Y direction. At t =
00:58:36 and t = 01:02:22, the electric field in the near-Earth region starts to
increase and appears as two bright arcs in regions around X = -15 Rg, Y = +10
Rp. This increase is due to the mid-tail reconnection and its resulting shrinking
of the earthward part of the tail. The earthward flow coming from the more
distant magnetotail diverges around the inner current sheet. At t = 01:02:22,
the earthward flow is enhanced. At t = 01:06:08, we can clearly see that two
vortices are formed in regions around X =-15 Rg, Y = £10 Rg. The symmetry
of the two vortices is due to the idealized symmetry in our simulation. In an
actual event simulation, Wiltberger et al. [2000] observed the formation of one
vortex close to this location. In the t = 01:06:08 frame, there are flow channels
penetrating into the inner magnetosphere and sets of counter-streaming flow near
X =-20 Rg. The earthward flow from the mid-tail region encounters the tailward
flows near X = -20 Rg, Y = =7 Rg. At t = 01:14:54, the two vortices subsides.
The frames of t = 01:14:54, t = 01:16:00 and t = 01:18:39 show the development
of two large finger-like flow-channels penetrating into the inner magnetotail. At
t = 01:18:39, the earthward flow penetrates into the region around X = -12

Rg. The frames of t = 01:14:54, t = 01:16:00 and t = 01:18:39 show that the
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field aligned currents in the region between X = -10 Ry and X = -20 Rp are
significantly enhanced. The field aligned currents appear in pairs of upward and
downward current. This corresponds to the formation of the substorm current
wedge. Here, we note that significant increase of precipitating electron energy
flux in the ionosphere and sharp dip of pseudo-AL index are observed after t =

01:10:00.

Cross-Section of Velocity V, Diagnostic

Figure 4.9 shows frames of the color map of the velocity V, in the equatorial
(XY) cutplane with overlaid velocity vectors. The color legend at the bottom
right corner of each panel represents the V,, range (from -500 km/s to 500 km/s).
Again, we can see the development and enhancement of the earthward flow
originating from the mid-tail reconnection. The earthward flow diverges at X =
-25 Rg. At t = 01:06:08, the two vortices can be seen clearly with their inner
part being blue-shaded (V is tailward). The frames of t = 01:14:54 and t =
01:18:39 confirm that the penetration of the finger-like structure is due to the
formation of strong earthward flow channels.

Figure 4.10 shows the color maps of the velocity V,, in the YZ cutplane at
different locations in the magnetosphere at five instants. The color legend at the
bottom right corner of each panel represents the velocity range (from -200 km/s

to 200 km/s). Positive velocity points towards the sun. From the panels in the
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Figure 4.9: Frames of the color map of the velocity V,, in the equatorial (XY)
cutplane with overlaid velocity vectors. The color legend at the bottom right
corner of each panel represents the V,, range (from -500 km/s to 500 km/s). The
frames picked are at t = 00:00:57, t = 00:52:20, t = 00:58:36, t = 01:06:08, t =
01:14:54 and t = 01:18:39.
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Figure 4.10: Color maps of the velocity V, in the YZ cutplane at different
locations in the magnetosphere at five instants. Column (a): Cutplanes at X =
-12 Rg; Column (b): Cutplanes at X = -24 Rpg; Column (c): Cutplanes at X
= -36 Rg. From top to bottom are frames at t = 00:39:48, t = 00:59:52, t =
01:06:08, t = 01:14:54 and t = 01:18:39, respectively.
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right column (cutplanes at X = -36 Rp), we see that the earthward flow due to
the mid-tail reconnection appears in the frame of t = 00:59:52 and is present
in all frames thereafter. From the frames of t = 00:59:52 and t = 01:06:08 in
the middle column (cutplanes at X = -24 Rg), we see that the region of strong
earthward flow appears as thick red ring. The earthward flow encounters strong
resistence from the closed field lines near the X axis and forms a stagnant region
in the center by circling around that region. From the frames of t = 00:59:52 and
t = 01:06:08 in the left column (cutplanes at X = -12 Rg), we see the formation
of the two vortices we discussed previously. In the frame of t = 01:06:08 in the
left column, the two blue-shaded regions in the center represent the tailward
flows which form the vortices together with earthward flows in the outer red-
shaded regions. The earthward flow bifurcates in the Y direction and there are
no strong earthward flows near Z==4 5 Rg. The frames of t = 01:14:54 and t
= 01:18:39 in the left and middle columns show the penetration of the two flow
channels in the YZ cutplanes at X = -12 Rz and X = -24 Rg. We can see that
the penetration of the flow channels appear first at t = 01:14:54 in the cutplane
at X = -24 Rg and then at t = 01:18:39 in the cutplane at X = -12 Rg. The

flow channels appear around Y = + 5 Rg and spread in the Z direction.
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Dipolarization

Figure 4.11 illustrates the evolution of the magnetic field lines traced from X =
-6, -10, -14 R, Y= 0 Rg, Z= 2 Rpg in the North-South meridian plane. The

background is the log of the density (in /cc). At t = 01:14:54, the field line is

Z
01 - 01:14:54 01 - 01:17:24

Loc {H)

Z
01 - 01:19:54 01 - 01:22:23

Loc {H) Loc {H)

Figure 4.11: Evolution of the magnetic field lines traced from X = -6, -10, -14
Rg, Y= 0 Rg, Z= 2 Rg in the North-South meridian plane. The background is
the log of the density (in /cc). The color scale is described by the color legend
at the bottom right corner. The frames are picked at t = 01:14:54, t = 01:17:24,
t = 01:19:54 and t = 01:22:23.

still stressed. After t= 01:17:24, the field lines relax and dipolarization occurs.
The most significant change occurs with the field line traced from the point at X
=-14 Rg, Y =0 Rg and Z = 2 Rg. The signatures of the dipolarization of the
magnetic field lines are also present in the measurements of the local magnetic

field. Figure 4.12 shows the time history of the plasma and the field quantities
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Figure 4.12: Time history of plasma and field quantities at fixed points in the
magnetotail. The points are at (Y,Z) = (0, 1) Rg and four X positions: X =
-12 Rg (solid lines), X= -16 Rg (dotted lines), X= -20 Rg (dashed lines) and
X= -24 R (dash-dotted lines). The vertical line is at t = 70 min.

128



at fixed points in the magnetotail. The points are at (Y, Z) = (0, 1) Rg and
four X positions: X= (-12, -16, -20, -24) Rg. The vertical line is at t = 70
min. Dipolarization is seen in the B, and B, graphs of Figure 4.12, where B,
decreases and B, increases at all the locations after t = 70 min. A surge of

sunward flow is seen in the V, plots.
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Figure 4.13: Frames showing the evolution of J, in the North-South (XZ, Y
= 0) plane with velocity vector overlaid. The color legend at the bottom right
corner represents the range of J, (from 0 to 2 nA/m?). The time picked are t =
00:00:57, t = 00:58:36, t = 01:14:54 and t = 01:22:23.

Figure 4.13 shows the evolution of J, in the North-South (XZ, Y = 0) plane

with velocity vector overlaid. J, is the current density flowing perpendicular to

the North-South (XZ, Y = 0) plane. At t = 00:00:57, no current is of significant
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magnitude. At t= 00:58:36, there are two clear structures within the current
sheet. There is an inner current sheet that extends from X = -10 Rg to X = -20
Rpg on the X7 cutplane. An outer current sheet extends from the distant tail to
X= -30 Rg where it appears to bifurcate and run along the outer edge of the
plasma sheet. At t = 01:14:54, the inner current sheet is intensified and extends
from X = -10 Rg to X = -25 Rg (longer than that at t = 00:58:36). Both the
inner and outer current sheet are thin in the Z direction. At t = 01:22:23, the
inner current sheet is disrupted in the sense that the inner sheet is broad and the
current density is small. The outer current sheet is also weak and broad in the
7 direction. The current sheet disruption occurs around when the penetration
of earthward flow channel occurs. The signature of current sheet disruption can
also be seen from the local measurements of current density J,. In Figure 4.12,

the J, graph shows the decreases of J, at all locations around t = 70 min.

4.4.3 Tonospheric Responses
Auroral Brightening

Figure 4.14 shows the color maps of the simulation output for auroral precipi-
tating electron energy flux in the nightside northern polar cap. The derivation
of the electron energy flux from the global MHD model is introduced in chapter
6. Though this is not auroral light output, it is closely related to it [Fedder

et al., 1995a; Slinker et al., 2001]. Here, the color range is fixed as from 0 to
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Figure 4.14: Frames showing the color map of the simulation precipitating
electron energy flux into the nightside northern polar cap. The color range is
from 0 to 1.5*%10'% eV/cm?s. The image is centered on the magnetic pole and
the region is from 60 degree geomagnetic latitude to the pole. Midnight is on
the bottom and dawn is on the right. The time is labeled at the bottom left
corner.
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1.5*%10'%2 eV/cm?s (= 2.4 ergs/cm?s). The area with precipitating electron en-
ergy flux larger than 2.4 ergs/cm?s is shown as red. Before t = 01:03:37, the
activity remains at a low level and experiences slow intensification. Starting
from t= 01:08:38, the activity increases rapidly and expands poleward and west-
ward. This is the classical signal of an auroral onset of a substorm and the
substorm enters the expansion phase. The aurora brightens in the 2200-2400

MLT (premidnight) sector.

Enhancement of the Field Aligned Currents

Figure 4.15 shows the color maps of the field aligned current streaming into and
out of the nightside northern polar cap. Positive field aligned current flows out
of the ionosphere and corresponds to the flow of electrons into the ionosphere.
Starting from t= 01:08:38, the magnitude of the field aligned current increases
rapidly. The region with the largest positive field aligned current is also the same

region with the largest precipitating electron energy flux as shown in Figure 4.14.

Evolution of the Pseudo-AL Index and the Cross Polar Cap Potential

Figure 4.16 shows the evolution of the simulated pseudo-AL index. In our model,
pseudo-AL index is produced from the minimum east-west (maximum westward
in the azimuthal direction) ionospheric Hall current which has been searched

throughout the grids on the northern hemisphere. It is known that the AL index
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Figure 4.15: Color maps of the field aligned current streaming into and out
of the nightside northern polar cap. The region is from 60 degree geomagnetic
latitude to the pole. The color range is from -10 uA/m to 20 uA/m. Positive
field aligned current flows out of the ionosphere. Midnight is on the bottom and
dawn is on the right. The time is labeled at the bottom left corner.

perturbations are mainly produced by the east-west (azimuthal) ionospheric Hall
current during magnetospheric substorms [Kamide and Baumgjohann, 1993]. The
pseudo-AL index produced from global MHD models is very close to the observed
AL index during substorm event. This is confirmed by the studies of [ Wiltberger,
1998; Wiltberger et al., 2000; Fedder et al., 1995a).

In Figure 4.16, the two vertical dotted lines are at t = 68 min and t = 95
min and divide the substorm into three phases: growth, expansion and recovery

phase. We can see that during the growth phase, there is small decrease in the
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Figure 4.16: Evolution of pseudo-AL index. Pseudo-AL index is calculated from
the minimum east-west ionospheric Hall current. The two vertical dotted lines
are at t = 68 min and t = 95 min and divide the substorm into three phases:
growth, expansion and recovery phase.

pseudo-AL index. At t = 68 min, a sharp decrease occurs with the pseudo-AL
index and marks the start of the expansion phase. The auroral expansion occurs
after t =68 min. The decrease of the pseudo-AL index stops at t = 95 min
and the recovery phase starts. Due to the continuous constant southward IMF
applied to the magnetosphere, the pseudo-AL index does not recover fully back

to its initial value (nearly 0) and stays at relatively low value. We note that
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Figure 4.17: Evolution of the cross polar cap potential. Cross polar cap poten-
tial are the difference between the maximum and minimum polar cap potential
in the northern hemisphere. The two vertical dotted lines are at t = 68 min and
t = 95 min and divide the substorm into three phases: growth, expansion and
recovery phase.

during actual substorm event, the solar wind conditions are more variable and
often with northward IMF turning. Therefore, the AL index recovers back to 0
in most cases and the typical time scale for a substorm event is about 80 minutes.

Figure 4.17 shows the evolution of the cross polar cap potential. Cross polar
cap potential are the difference between the maximum and minimum polar cap
potential in the northern hemisphere. We can see that during the growth phase,
the cross cap potential rises to 80 kV in twenty minutes. This has been dis-

cussed in section 4.3. During the expansion phase, the cross polar cap potential
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experiences another rapid increase (up to 135 kV). The cross polar cap potential
stays around 130 kV during the recovery phase. This is due to the continuous

constant southward IMF applied to the magnetosphere.

4.5 Conclusions

In this chapter, an ideal magnetospheric substorm initiated by a sudden northward-
southward IMF turning is simulated with the LFM global MHD model and is
analyzed comprehensively. This chapter serves as a pictorial review of the typ-
ical behavior of the Earth’s magnetosphere and ionosphere during substorms.
We first studied the arrival of the northward-southward IMF transition at the
magnetopause and showed the development of the ionospheric two-cell potential
pattern. Then, the results show the key features of the solar wind-magnetosphere
coupling, viz. auroral onset and expansion, AL index dipping, dipolarization,
current sheet disruption, formation of the substorm current wedge and forma-
tion and ejection of plasmoid created by the neutral line. The flow channel
penetrating into the inner magnetosphere connects the mid-tail and inner-tail
region and supports the observations that auroral activities originate from the
inner magnetotail. However, it is not easy to characterize the time sequence of
all the events in the inner magnetotail, especially since their occurrence varies
with position in the magnetotail. All of the substorm activities in the inner-tail

are preceded by magnetic reconnection occurred in the mid-tail. To a large ex-
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tent, the simulated substorm supports some tenets of the NENL model. The
symmetry of the simulation result is due to the idealized symmetry in our simu-
lation. Situations in actual substorm events are more complicated than what we
have discussed in this chapter [ Wiltberger, 1998; Wiltberger et al., 2000; Slinker
et al., 2001]. We maintain that the simulation results are not sufficiently com-
prehensive or definitive to select between models or to verify the prediction of
one over the others. Additional ideal and actual event simulations are needed
to draw broader conclusions. This also motivates us to study the characteristic
features of substorm dynamics using nonlinear dynamical techniques, which is

presented in next chapter.
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Chapter 5

Phase Transition-like Behavior of
Magnetospheric Substorms: Global

MHD Simulation Results

5.1 Introduction

The analysis in chapter 4 is based on the simulation of an idealized substorm. In
this chapter, we will study the statistical features of substorm dynamics using
nonlinear dynamical techniques.

The global behavior of the magnetosphere in response to the solar wind input
is known to be coherent to a large extent [Sharma, 1995,Klimas et al., 1996].
The largest substorm phenomena, e.g. global reconfiguration, are in reason-
able agreement with low-dimensional magnetospheric models and in particular

those of inverse bifurcations. Models of the magnetospheric behavior during sub-
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storms, e.g. near-earth neutral line (NENL) model [Baker et al., 1996], imply
its global coherence.

At the same time there is growing evidence of hierarchical multi-scale aspect
of magnetospheric activity represented first of all in the form of various power-
law spectra [ Tsurutani et al., 1990; Takalo et al., 1993; Ohtani et al., 1995; 1998;
Lui, 1998]. This evidence has led to models [Consolini, 1997; Chapman et al.,
1998; Lui et al., 2000] based on the hypothesis that the magnetosphere is in a
state of self-organized criticality (SOC) [Bak, 1987]. The original SOC model
is based on the model of sandpiles, where the critical state is characterized by
power-law fluctuations spectra. Briefly, a system is in a state of SOC when the
statistics of the energy release events (avalanches) reveal no characteristic length
or timescale and, as a result, the appropriate spectra obey power laws. Sergeev
et al. [1996] give a detailed review on the multiscale aspects of the substorm
activity.

Both the self-organization and SOC model have their limitations. The self-
organization model can’t explain the multi-scale behavior of the substorms. The
typical SOC model is essentially independent of the driver and thus is au-
tonomous, which is not the case with the Earth’s magnetosphere. The SOC
models are too simplified to capture the global coherent behavior of the magne-
tosphere. It has been found recently that the global coherent (self-organization)

and multi-scale (self-organized criticality) aspects of the magnetospheric behav-
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ior can be reconciled in terms of non-equilibrium phase transition [Sitnov et
al., 2000], consistent with earlier phenomenological models of substorm activ-
ity [Sergeev et al., 1996] and magnetospheric convection [Chen and Wolf, 1993].
The global coherent dynamics of substorms can be described as the transition
between two states (quiet ground state and active state), and this resembles
closely a phase transition. The dynamical evolution of substorms in a phase
space reconstructed from observational data can be compared with the charac-
teristic temperature-pressure-density diagram of equilibrium water-steam system
[Sitnov et al., 2000]. On the other hand, the multi-scale behavior [Sergeev et al.,
1996] may be explained by deviations from this low-dimensional picture close
to the critical point, characteristic of second-order phase transitions [Stanley,
1971]. Recently, Sitnov et al. [2001] have computed a critical exponent of the
non-equilibrium transitions in the magnetosphere, which reflects the multi-scale
aspect of the substorm activity, different from power-law frequency and the scale
spectra of autonomous systems. This exponent relates input and output parame-
ters of the magnetosphere and is consistent with a second-order phase transition.

The introduction of the concept of non-equilibrium phase transition opens a
new area in the study of magnetospheric substorms. The phase transition dia-
gram and multi-scale features were obtained by Sitnov et al. [2000] from analysis
of hundreds of hours of observed input-output data of the coupled solar wind-

magnetosphere system,compiled by Bargatze et al. [1985] (hereafter referred to
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as BBMH). The database contains 34 intervals of correlated measurements of the
auroral electrojet index AL and solar wind input, each 1-2 days in length. The
phase transition-like behavior of the magnetospheric substorms was discovered
by reconstructing the dynamical evolution of large number of events.

In the past, the global MHD studies have been focused on the simulation
of individual substorm events and comparison with satellite and ground obser-
vational data. In this chapter, we investigate whether the simulated substorms
produced by the global MHD model have the non-equilibrium phase transition-
like features as revealed by Sitnov et al. [2000]. We simulated 6 intervals of total
duration of 240 hours from the same BBMH data set with the LFM global MHD
model. Using the same phase space reconstruction techniques as in Sitnov et al.
[2000, 2001], we analyzed the input-output system as obtained from the global
MHD model and compared the results to those in Sitnov et al. [2000, 2001].
One advantage of the global MHD model is that, within the model, it provides
a large amount of information of the magnetospheric and ionospheric response
to the solar wind. Therefore, besides the pseudo-AL index, we also analyzed
the behavior of the ionospheric cross polar cap potential, the total ionospheric
Joule heating, the magnetospheric tail field Bz, and the field aligned current at
selected locations in the magnetotail.

In section 5.2, we introduce the computational model and data processing

techniques. In section 5.3, the pseudo-AL index as simulated from the global
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MHD model is analyzed and compared with the results from Sitnov et al. [2000,
2001]. In section 5.4 and 5.5, the ionospheric and magnetospheric response are

analyzed and discussed, respectively. Finally, conclusions are given.

5.2 Input and Output data

The LFM global MHD model was driven with the solar wind conditions observed
by the IMPS satellite (data available at the data center of UCLA) for 6 intervals
selected from the BBMH data set, each 1-2 days in length. The original BBMH
data set [Bargatze et al., 1985] contains 34 intervals and is divided into 3 subsets
(1-15, 16-26, and 27-34) representing different levels of substorm activity. Several
studies have been conducted with this data set [Blanchard and McPherron, 1993;
Smith and Horton, 1998] which contains salient features of substorms. The
six intervals simulated in this thesis are the 16th, 18th, 19th, 20th, 21st, and
25th intervals, which are chosen from the second BBMH subset associated with
medium activity. The total duration of these 6 intervals are around 240 hours.
In other words, the driver we used in the global MHD simulation is the so-
lar wind condition observed during the six intervals which coincide with those
in BBMH data set. The solar wind variables are the density, velocity (vec-
tor), magnetic field (vector), and thermal pressure. The data gaps are filled
with interpolated data. These solar wind variables are propagated to the front

boundary of the global MHD model in the usual sense described in chapter 2.
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The full ionospheric model is used and dipole tilt is included. The simulations
were conducted on the CRAY SV1 at supercomputer center of University of
Texas.

The simulated magnetospheric and ionospheric response were saved every
minute in SM coordinates. With these data files, we built the database of the
coupled input-output system given by the global MHD model. The modeled
magnetospheric response are sampled at x=20 Rp, y=0, z=1 Rpg upstream,
which are regarded as the solar wind input. The solar wind input contains sev-
eral components. Since the substorm activity is closely related to the southward
interplanetary magnetic field, in the analysis of this chapter, the solar wind in-
put is represented by the induced electric field vB,, where B, is the southward
component of the interplanetary magnetic field (IMF) (Bs=0 when B,>0; Bs;=-
B, when B,<0) and v is the component of the solar wind velocity along the
Earth-Sun axis. The same solar wind input is used by Sitnov et al. [2000] and
other studies [Blanchard and McPherron, 1993; Smith and Horton, 1998]. Figure
5.1 shows an example of the relation between vB, and the observed AL index
from the BBMH data set. We note that magnetospheric substorms are influ-
enced by many factors other than vB,, e.g. solar wind ram pressure and other
solar wind magnetic field components, and their physics is still a hotly debated
research area. The substorms closely related to the variation of v B, belong to a

major subclass of the whole family of magnetospheric substorms. Understanding
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Figure 5.1: Example of the relation between vB; and the observed AL index
from the BBMH data set.

the v B,—AL index coupling contributes significantly to the understanding of the
magnetospheric substorm physics | Vassiliadis, 1996].

For the output data, both ionospheric and magnetospheric response are used.
The pseudo-AL index is used as the major measure of the ionospheric response
during substorms. As introduced in Chapter 4, the pseudo-AL index is pro-
duced from the maximum westward ionospheric Hall current which has been
searched throughout the grids in the northern hemisphere. The observational
AL index is a measure of the strength of the auroral electrojet and the AL in-
dex perturbations are mainly produced by the east-west (azimuthal) ionospheric
Hall current during magnetospheric substorms [Kamide and Baumjohann, 1993].

The pseudo-AL index produced from global MHD models is very close to the
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observed AL index during substorm events. This is confirmed by other studies
[ Wiltberger, 1998; Wiltberger et al., 2000; Fedder et al., 1995a). Therefore, the
coupled vB;—pseudo-AL index system is analyzed and compared to Sitnov et al.
[2000, 2001], that are based on the analysis of vB,—observed-AL index system.
As noted, the cross polar cap potential and the total Joule heating are also used
as measures of the ionospheric response. The cross polar cap potential is defined
as the difference between the maximum and minimum electric potential in the
northern polar cap. The total Joule heating is the integrated Ohmic heating due
to the ionospheric Pedersen conductance. Both of them show significant activity
during substorms.

To monitor the response in the magnetosphere, samples at three locations
inside the magneto-tail were used. These three locations are x=-10, -15, -20
Rp with y=0 Rg, z=1 Rg. Since we monitor the substorm activity inside the
tail, the tail magnetic field B, and field-aligned current (FAC) measured at the
three locations are used to represent the magnetospheric response. Each of these
output data (both magnetospheric and ionospheric response) is coupled to the
input vB, data to form the input-output system.

In the next section, we illustrate the phase space reconstruction technique

used to analyze the coupled vB,—pseudo-AL index data sets.

145



5.3 Analysis of the Coupled vB,—Pseudo-AL In-

dex Syetem

5.3.1 Singular Spectrum Analysis

A salient feature of a chaotic dynamical system is that the number of variables
needed to describe the dynamics can be much smaller than the number of phys-
ical variables [Takens, 1981]. An estimate of the actual number of variables can
be obtained from singular spectrum analysis. Following the analysis used by
Sitnov et al. [2000], we use a modified singular spectrum analysis (SSA) or the
so-called principle component analysis (PCA) [Broomhead and King, 1986] to
include both input and output time series. The input is the product vB; time
series, essentially the solar wind induced electric field in the Y direction, which
is related to the reconnection rate near the Earth’s front magnetopause. The
output variable is the pseudo-AL index produced from the global MHD model.
The technique is based on the singular value decomposition (SVD) of the so-
called trajectory matrix constructed from the time series data by time delay

embedding:
Y(t;) = (0(t;), ..., O(t; — (m — 1)7),vBs(t;), ..., vBs(t; — (m — 1)7)),  (5.1)

where i=1,...,N. The time delay 7 and the embedding dimension m are chosen

from the dynamical properties of the system. The typical value of 7 is taken to be
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2 min and that of the dimension m of the embedding space is 40, which provide
a time window of 80 min comparable to the typical substorm scales. The input
and output parameters are normalized separately by the corresponding standard
deviations to make them more homogeneous.

This matrix Y contains all the dynamical features of the system embodied
in the data and the state space reconstructed by time-delay embedding is quite
noisy, mainly due to the randomness of the solar wind driver. Since the essen-
tial features of the dynamics may be described by a smaller number of linearly
independent vectors, the solar wind noise can be removed by the technique of

singular spectrum analysis. The matrix Y can be represented in the form
Y =UWVT, (5.2)

using singular value decomposition (SVD)[Press et al., 1992]. Here U is an
Nx2m matrix; W is a 2mx2m diagonal matrix; and V is a 2mXx2m orthog-

onal matrix. By construction, VTV is the identity matrix and W is a diag-

2
J

onal matrix with the elements w;, where w; are the eigenvalues of the semi-
positive definite matrix Y7Y. V contains the SVD eigenvectors, while U deter-
mines the projections of the original trajectory matrix Y along the eigenvectors
P; = Ujw; = (YV);, respectively.

For an ideal system, the number of non-zero eigenvalues of Y7Y gives the

number of variables needed to model the system. For a system with noise,

SSA can be used to estimate the effective dimension of the system by selecting
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diagonal elements w; considerably above a particular noise floor wy;. Then, the
principle components defined by the eigenvectors P; which corresponds to these
w; define the corresponding attractor (if it exists) in the embedding space [Ott,
1997]. These linearly independent eigenvectors define the principle directions
and thus the principal coordinates in the embedding space, and the time series
of these principal variables may be obtained by projecting the given time series
onto these directions [Sharma, 1993, 1994; Sharma et al., 1993]. The projected
variables may then be used to describe and reconstruct the dynamics. The
singular spectrum analysis removes the turbulent or random effects and yields
the deterministic dynamical features. However, SSA uses linear techniques and
consequently the dimension it gives may be considered only as an estimate. SSA
may be regarded as a modification of Fourier or wavelet analysis because of its

data-derived basic functions [Preisendorfer, 1988].

5.3.2 Singular Spectrum and Effective Dimension

The singular spectrum of the coupled vB;—pseudo-AL index data were computed
for time delays 7=2.0, 4.0, and 6.0 min and for embedding dimensions m=20, 40,
and 60. These values are chosen to keep the analysis close to the case studied by
Sitnov et al. [2000], in which 7=2.5, 5.0, and 7.5 min and m=16, 32, and 48 were
used. The total time windows (m7) are in the range 40-120 minutes. Figure 5.2a

shows the singular spectrum (eigenvalues w;) for different time delays 7=2.0, 4.0,
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Figure 5.2: Singular spectrum of the coupled v Bs—pseudo-AL index data for (a)
different time delay 7=2.0, 4.0, and 6.0 min and m=40; (b) different embedding
dimension m=20, 40, and 60 and 7=2.0 min.

and 6.0 min and embedding dimension m=40. Figure 5.2b shows the eigenvalues
for 7=2.0 min and different embedding dimension m=20, 40, and 60. All the
eigenvalues have been normalized to the corresponding maximum eigenvalue.
Figure 5.2 shows that two or three leading eigenvalues dominate over the oth-
ers (the fourth eigenvalue is less than 0.15). This is consistent with the results
based on the analysis of the coupled vB;—observed-AL index system in Sitnov et
al. [2000]. Here, the second largest eigenvalue is less than 0.3, while in Sitnov
et al. [2000] the second largest eigenvalue is larger than 0.4. This implies that
the leading eigenvectors of the coupled vB,—pseudo-AL index system which are

derived from global MHD model are more dominant. This issue is re-addressed
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in section 5.3.5 when we discuss the multiscale feature of magnetospheric sub-
storms.

In order to assess the fractal dimension of the system trajectory in the em-
bedding space, we calculate the coast-line dimension of the trajectory. The
coast-line dimension of the trajectory set in the embedding space [Abarbanet et

al., 1993] is given by
D; =~ D(N,) = log(Ny)/log(N,), (5.3)

where N, is the number of partitions along each principal component P; (j=1,...,4
as in our case) and NV, is the number of cubes created because of this partitioning
that contain at least one point of the trajectory.

Figure 5.3 shows the coast-line dimension of the coupled vB;—pseudo-AL
index system as a function of the partition V, along each of the m directions in
the m-dimensional embedding space for different m=1, 2 , 3, and 4. Here, the
time delay 7 is 2 min. Figure 5.3 shows that when the embedding dimension is
increased over 2 (m=3, 4), the coast-line dimension converges to D;=2. This
is typical of systems with finite dimension. This implies that the trajectory lies
mainly on a two-dimensional manifold in the embedding space. In Sitnov et al.
[2000], the coast-line dimension of the coupled vBs—observed-AL index system
also converges to D;=2 for the embedding dimension larger than 2. Therefore,
the coast-line dimension of the coupled system derived from the global MHD

model is consistent with that of the input-output system based on observations.
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Figure 5.3: Fractal dimension of the coupled vB,—pseudo-AL index system as a
function of the partition IV,. N, is the number of partitions along each of the m
directions in the m-dimensional embedding space for different m=1, 2 , 3, and
4.

Both singular spectrum and fractal dimension analysis show that the man-
ifold on which the trajectory of substorm dynamics lies can be approximated
by a two-dimensional surface. This helps us in reducing effectively the noise
and capturing the essential dynamical features of the system obtained from the
global MHD simulations. Therefore, we proceed to reconstruct the substorm
dynamics in the reduced phase space created by the leading eigenvectors. In
the following analysis, the main eigenvectors are limited to be 3. The trajectory

matrix Y formed with 7=2 min and m=40 is projected onto the three leading
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eigenvectors. The manifold in the three-dimensional space is approximated by a

two-dimensional surface.

5.3.3 Original and Rotated Eigenvectors

Figure 5.4a-c show the original three leading eigenvectors ( the first, second, and
third eigenvectors) corresponding to the three largest eigenvalues obtained from
the singular spectrum analysis (SSA). Each eigenvector is composed of output
and input components. The output component V(j) (j=1-40) is blue-shaded and
the input component V(j) (j=41-80) is green-shaded. As we can see, the input
and output components are mixed in each eigenvector.

The ratio between the output and input components are not maximized or
minimized in the original eigenvector and make it difficult to visualize and un-
derstand the manifold. As suggested by Sitnov et al. [2000], we rotate the

eigenvector as

Vi—=>Vicosa+ Vysina Vo — Vacos B+ Vasin 3
® . (5.4)

Vo - —Visina + Vo cosa Vs — —V,osin 3+ Vzcos 3
The goal of each rotation is to minimize or maximize the ratio between the output
(j=1-40) and input (j=41-80) parts so that the resultant variables approach
either the control or state parameter of some catastrophe model. During the

first rotation, we maximize the the ratio | 72, V1(5)/ 3524, Vi(j)|- While for the

second rotation, we minimize the ratio | 372, Va(j)/ 3524 Va(j)]. In this way,
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Figure 5.4: (a)-(c) are the original three leading eigenvectors obtained from
the singular spectrum analysis (SSA). (a)The first eigenvector; (b)The second
eigenvector; (c)The third eigenvector. (d)-(f) are the three leading eigenvectors
after the eigenvectors in (a)-(c) are rotated. (d) Obtained from rotating the
eigenvector in (a); (e) Obtained from rotating the eigenvector in (b); (f) Obtained
from rotating the eigenvector in (c). Each eigenvector is composed of output and
input components. The output component V(j) (j=1-40) is blue-shaded and the
input component V(j) (j=41-80) is green-shaded.
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the first eigenvector is rotated to a direction along which the output component
is dominant and the second eigenvector is rotated to a direction along which
the input component is dominant. The adjustment is achieved through trial
and error and in this case @ =0.35 and 8 =0.30. The rotated three leading
eigenvectors (we call them basis eigenvectors) are shown in Figure 5.4d-f. From
Figure 5.4d-f, we see that the first vector is dominated by the output part, while
the second and the third vector are controlled by the input component. The

orthogonality among the three newly obtained basis eigenvectors is maintained.

5.3.4 First-Order Phase Transition-Like Behavior

After obtaining the rotational parameter o and 3, the principle components P;
(j=1, 2, 3) are projected onto the newly rotated basis vector (shown in Figure
5.4d-f). In other words, we are studying the trajectory manifold formed by
P; (j= 1, 2, 3) in the 3-D space with axes formed by the newly obtained basis
eigenvectors. Since for the first basis eigenvector, the output component (pseudo-
AL index) is dominant, we call the corresponding principle component along
this eigenvector as P,, which is closely related to time-averaged output. For
the second basis eigenvector, the input component (vB;) is dominant, and the
corresponding principle component is called F;. For the third basis eigenvector,
the input component is dominant and experiences one period of oscillation, and

the corresponding principle component is called P;. Pj is roughly proportional
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Figure 5.5: The 2D surface approximation of the manifold representing mag-
netospheric dynamics on the basis plane (Ps,P;). The principle component P, is
color-coded. The circular flows given by dP;/dt and dP,/dt are represented by
arrows. The phase transition map is obtained from the coupled vB;—pseudo-AL
index system. The pseudo-AL index is derived from global MHD model.

to the time derivative of the input component.

Figure 5.5 shows the 2D surface approximation of the manifold representing
magnetospheric dynamics on the basis plane (Ps,P;). The principle component
P, is color-coded. Surface approximation is achieved through standard triangu-
lation procedure. The circular flows given by dP,/dt and dP,/dt are represented
by arrows. This map is derived from the coupled vB,—pseudo-AL index system.

Figure 5.6, obtained by Sitnov et al. [2000], is the similar surface approxi-

mation of the manifold to that in Figure 5.5. This map is constructed for the
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Figure 5.6: The similar map as in Figure 5.5 derived by Sitnov et al. [2000]
for the coupled vB,—observed AL index system. This map is constructed with

the second subset (16-26) of the BBMH data set.(Courtesy of Dr. Sitnov at
University of Maryland)

coupled vB,—observed AL index system derived from the second subset of the
BBMH data set. Figure 5.5 resembles Figure 5.6 in the sense that both of the
maps capture the phase transition-like behavior qualitatively.

In Figure 5.5, P,=0 and P;=0 mark the start of the substorm cycle. The flow
arrows show the trajectory of the substorm cycle. During the substorm cycle,
when P; is increased over zero, P, remains nearly 0 and experiences some small
decreases (changing from red to yellow). During this interval, P is increased
first, then remains nearly constant around 10. This phase corresponds to the
growth phase in the substorm cycle. Then P, takes large negative values. The

flow arrows are the largest during this transition. This rapid transition and the
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following intensifications (dark blue shaded area) correspond to the expansion
phase. The restoration of the system to the original state involves the decrease of
P; and -P,. This phase corresponds to the motion towards the motion inside left
bottom corner and is termed as recovery phase in the substorm cycle. The ‘S’
shaped feature in the vicinity of P;,=14 and P3;=12 corresponds to the hysteresis
phenomenon.

There have been many discussions regarding the timing of the substorm onset.
The coupled input—output system studied here is constructed with the pseudo—
AL index and v B, input. The auroral eletrojet index itself alone is not sufficient
to determine the substorm onset, for which combined observations of the auroral
image, AL and AE index and tail satellite observations are needed. Furthermore,
Figure 5.5 presents the substorm cycle with P; closely related to time-averaged
input and P, closely related to time averaged output. Therefore, we do not expect
that the transition revealed in Figure 5.5 by the large falling down will coincide
with the usual substorm onset defined from the combination of all available
observations. In any case, Figure 5.5 reconciles the essential features of many
substorm cycles revealed by the coupled vB,—pseudo-AL index on the same map.

Both Figure 5.5 and Figure 5.6 are obtained with the same data processing
technique, namely singular spectrum analysis. Figure 5.5 is constructed from the
simulated system and Figure 5.6 is constructed from the real system. Both Figure

5.5 and Figure 5.6 show that the evolution of the magnetosphere on the largest
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scale is quite regular and resembles the temperature-pressure-density (TPD) di-
agram of equilibrium phase transition [Stanley, 1971]. The fact that Figure 5.5
resembles Figure 5.6 implies that the global MHD model reproduces success-
fully the phase transition-like behavior which exists in the real substorm cycle.
Although, the comparison between observation and individual global MHD sim-
ulation may vary, the overall global transition pattern during the substorm cycle
revealed by SSA is consistent between simulations and observations. The whole
procedure of phase transition analysis using SSA is reliable in the sense that it
reveals the qulitative features of global configuration change resides statistically
both in the real system and in the global MHD simulation.

As explained in Sitnov et al. [2000], both the approximated 2D manifold and
the corresponding circulation flows shown in Figure 5.5 are close to a simple low-
dimensional scheme of a magnetospheric substorm as a cusp catastrophe (inverse
bifurcation) first proposed by Lewis [1991]. Figure 5.7 shows the schematic cusp
catastrophe manifold that was expected to approximate the substorm dynamics
of the magnetosphere according to the model of Lewis [1991]. The evolution of
an isolated substorms is shown by dashed arrows.

In this model, the dynamics of the magnetosphere is described by the evolu-

tion equation for the state parameter z

dz  0U(z,cy,c2)

= 8, (5.5)
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surface

lower surface

Figure 5.7: Hypothetical cusp catastrophe manifold that was expected to ap-
proximate the substorm dynamics of the magnetosphere according to the model
of Lewis [1991]. The evolution of an isolated substorms is shown by dashed
arrows. (Courtesy of Dr. Sitnov at University of Maryland)

where the effective potential is defined as
Ul(z,c1,c0) = 2* + 2¢12° + 4eyz (5.6)

and has two control parameters ¢; and c¢;. These parameters control the quasi-

AU (z,c1,c2) __ .
—3 = =01s

static changes of z, which is possible as long as the condition
satisfied. The folded surface shown in Figure 5.7 is determined through this con-
dition. In this model, the state parameter z is the nightside magnetic field orien-
tation and the control parameters ¢; = - (open fluz) + constant and co=(nightside

- dayside) reconnection rate. The first parameter ¢; resembles the parameter P,

in our model, while the second parameter ¢, is closely related to the parameter
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P;. According to panel f in Figure 5.4, P; represents the difference between
the immediate dayside reconnection rate, which is proportional to v B, (negative
green bay in Figure 5.4f) and its delayed value (positive green bay). The delay
is comparable to the propagation time of the signal from the subsolar magne-
topause to the distant neutral line. The delayed component mimics the night
side reconnection rate. The potential in Eq. 5.6 may have both one and two
minima corresponding to different equilibrium states of the system. The onset
of the substorm is represented as a local fold catastrophe arising due to the dis-
appearance of the upper potential minimum. In this way, Figure 5.5 fits into
the low-dimensional scheme of magnetospheric substorm as a cusp catastrophe
illustrated in Figure 5.7.

Although catastrophe-like picture can explain the global transition revealed
in Figure 5.5 and 5.6 on the largest scale, there are still deviations from the
ideal catastrophe model. Sitnov et al. [2000, 2001] note that the clear first order
phase transition structure gradually disappears with the increase of the average
activity. They also observe multi-scale features existing with the coupled input-
output system. Sitnov et al. [2000, 2001] propose another interpretation that
accounts for the deviations. The same catastrophe-like picture and multi-scale
features may be created by dynamical transitions. The bifurcation/catastrophe
picture is associated with first-order dynamical phase transitions, while the de-

viations from the ideal catastrophe picture may be explained by second-order

160



phase transitions near the critical point. The first-order phase transition picture
suggests the location of the critical point, which can be used to obtain the ap-
propriate critical exponent. It is quite interesting to study whether the results

from global MHD have multiscale features or not.

5.3.5 Multi Scale Behavior

The concept of the self-organized criticality (SOC) is based on a simple model
of sandpile [Bak et al., 1987] and has been used widely in the interpretation of
catastropic processes in open spatially extended systems. The SOC concept has
been used to explain substorm activity on the basis of the observation that some
spectra obey power laws [Tsurutani et al., 1990; Takalo et al., 1993; Ohtani et
al., 1995, 1998; Lui, 1998]. Sitnov et al. [2000] suggest that scale invariant or
multi-scale behavior originates from the second-order phase transitions instead
of SOC.

SOC models emphasize that the input is not essential because of the self-
tuning properties of the system and provide only one class of critical exponents,
which relate some parameter of the system, such as the energy released with the
spartial scale or characteristic frequency. While the second-order phase tran-
sitions have at least one more class of critical exponents that relate the input
parameter of the system, e.g. magnetic field or temperature, with its output,

e.g. magnetization or density. In Sitnov et al. [2000, 2001], two kinds of crit-
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ical exponents are found with the new data-derived image of substorms. The
first critical exponent is related to the scale invariant (or power law) behav-
ior of the eigenvalues obtained from SSA as shown in Figure 5.8a. The second
critical exponent, which is the primary distinctive feature between second-order
phase transition and self-organized criticality (SOC), is derived from the enve-
lope max(—dP,/dt) of the velocity time series v(t;) = dP,/dt. In other words,
given P;, which is closely related to the time-averaged input, there is a maximum
decreasing rate for P, and maz(—dP,/dt) scales in power law with P,. Using
an analogy to the dynamical Ising model in the mean-field approximation, the
connection between the data-derived exponent of nonequilibrium transitions in
the magnetosphere and the standard critical exponent (3 of equilibrium sencond-
order phase transitions is shown to be § = (./3. Sitnov et al. [2000, 2001]
conclude that the substorm dynamics of the magnetosphere resembles more the
conventional set of first and second-order phase transitions rather than SOC or
catastrophe model. In this section, we investigate these two kinds of critical
exponents using the global MHD simulations and compare them to the results
of Sitnov et al. [2000, 2001].

Figure 5.8a shows the singular spectra of the coupled v B;—observed-AL index
system from Sitnov et al. [2000] on log—log plot. Figure 5.8b shows the singular
spectra of the coupled vB,—pseudo-AL index system derived from the global

MHD model on log-log plot. Figure 5.8a indicates that the singular spectrum
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Figure 5.8: Log—Log Plots of SSA eigenvalues for observed-AL or pseudo-AL
index and v B, parameters alone as well as for the combined data in cases of (a)
the coupled vB,—observed-AL index system from Sitnov et al., 2000 (Courtesy
of Dr. Sitnov at University of Maryland); 7 = 2.5 min, m=32 in the case
of combined data, and m= 64 for input and output parameters alone;(b) the
coupled vB;—pseudo-AL index system derived from global MHD model. 7 = 2
min, m=40 in the case of combined data, and m= 80 for input and output
parameters alone.

of the observed-AL index data alone obeys power law with an exponent around
-1. While Figure 5.8b indicates that the singular spectrum of the pseudo-AL
index data alone also obeys power law with an exponent around -1.5. Both the
observed-AL index and the pseudo-AL index show multi-scale behavior. But, the
pseudo-AL index is much cleaner than the observed-AL index in the sense that
its singular spectrum assumes steeper slope (in log-log plot). This is because the
global MHD model works on large scales and low frequency regions and smoothes

local and high frequency fluctuations. Figure 5.8a also shows that the singular
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spectrum of the combined vB, and observed-AL index data obeys power law
and assumes the slope (in log-log plot) in between those of the singular spectra
of the vB; data and the observed-AL index data, separately. In Figure 5.8a,
the singular spectrum of the combined data spreads for i>40. While for the
singular spectrum of the combined vB; and pseudo-AL index data, the slope of
the singular spectrum changes around i=50. In Figure 5.8b, the slope of the
spectrum of the combined data is -1.33 for ¢ < 50 and changes to -3 for « > 50.
For higher SSA components of the combined data derived from the global MHD
model, the spectrum decays faster and the corresponding principle component
is less important.

Figure 5.9 shows the rate of the positive and negative changes of the pa-
rameter P, as a function of P; obtained from the analysis of the global MHD
model data. The green curve and red curve marks the lower envelope of the
changing rate of P,. We can clearly see that there are two envelopes. For the
positive values of dP,/dt which corresponds to the recovery phase of substorms,
the envelope is a straight line. While for the negative values of dP,/dt, which
corresponds to the active period (decrease of pseudo-AL index), the envelope is
a curve. With the increase of P;, the maximum of (-dP,/dt) increases.

Figure 5.10 shows the similar plot of dP,/dt vs. P; obtained from the coupled
vBs—obseved-AL index system studied in Sitnov et al. [2001]. We can see that

Figure 5.9 resembles Figure 5.10 in the sense that both of the plots show similar
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Figure 5.9: Rate of the positive and negative changes of the parameter P, as a
function of P; obtained from the analysis of the global MHD model data. The

green curve and red curve marks the lower envelope of the changing rate of P,
as a function of P;.

envelopes. The curved envelopes in Figures 5.9 and 5.10 are of interest, since
they are related closely to the input and output parameter.

Figure 5.11 (a) and (b) shows the Log—Log plots of the lower (curved) en-
velopes in Figures 5.9 and 5.10, respectively. In Figure 5.11a, the two lines are
of slopes 0.7 and 0.4, separately. They correspond to the red and green curve
in Figure 5.9, respectively. While in Figure 5.11a, the dash line is of slope 0.64.
We can see that the curved envelope derived from the coupled vB; —observed-

AL index system (in Figure 5.10) obeys a power law that spans four decades.
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Figure 5.10: Rate of the positive and negative changes of the parameter P,
as a function of P; obtained from the the coupled vB,—obseved-AL index sys-
tem studied in Sitnov et al. [2001]. (Courtesy of Dr. Sitnov at University of
Maryland)

The curved envelope derived from the coupled vB; —pseudo-AL index system
(in Figure 5.9) shows two slopes. When the parameter P; is small (< 1.0), the
curved envelope in Figure 5.9 scales with a power close to that of the real sys-
tem. When the parameter P; is large(> 1.0), the curved envelope in Figure
5.9 scales with another power smaller than that of the real system. With the
increase of the input vB;, the maximum changing rate of (-P,) doesn’t increase
as fast as in the case derived from observations. Our explanation is that in the

global MHD model, which has only an electro-static model of the ionosphere and
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Figure 5.11: (a) Log-Log plots of the lower envelope in Figure 5.9; (b) Log—Log
plots of the lower envelope in Figure 5.10.

doesn’t have a ring current in the magnetosphere, the ionospheric activity can
be underestimated with excessive input.

The global MHD simulation data reveal the curved envelope relation between
P, and max(-dP,/dt), as in the real system. P; and P, are closely related to
input and output parameter. The envelope of max(-dP,/dt) scales as P; with
two envelopes. Therefore, to some degree, the global MHD model reveals the
multi-scale behavior. Both the analysis of the real system and that of the global
MHD model show that the magnetosphere resembles the conventional set of first

and second-order phase transition rather than SOC or catastrophe model.
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Figure 5.12: The 2D surface approximation of the manifold representing mag-
netospheric dynamics on the basis plane (P3,P;). The principle component P, is
color-coded. The circular flows given by dP;/dt and dP,/dt are represented by
arrows. The map is obtained from (a) the coupled vB,—cross polar cap potential
system; (b) the coupled vB,—total Joule heating system.

5.4 Analysis of Other Ionospheric Responses

In the previous section, we analyzed the coupled vB;—pseudo-AL index system.
Besides pseudo-AL index, the cross polar cap potential and the total Joule heat-
ing are often used as measures of the ionospheric response.

Following similar analysis described in section 5.3.1-4 by replacing the out-
put parameter pseudo-AL index with the cross polar cap potential and the total
ionospheric Joule heating, respectively, we construct the approximated 2D color
surfaces in Figure 5.12. We can clearly see the first-order phase transition pat-

tern in Figure 5.12a, which is constructed for the coupled vB,—cross polar cap
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potential system. Figure 5.12a shows that the initial increase of the the cross po-
lar cap potential during the growth phase is significant (the relative magnitude
changes from 10 to 18). This has been discussed in section 4.3. At the sub-
storm onset, there is an abrupt increase in the cross polar cap potential. This
abrupt change is shown in Figure 5.12a with the transition from blue to green
near (P3=>5, P;=15). The resemblance between Figure 5.5 and Figure 5.12a im-
plies that the phase change is of the same origin, namely global change of the
magnetospheric configuration.

Figure 5.12b shows that the evolution of the Joule heating during a substorm
cycle is more complicated than the phase transition shown in Figure 5.12a. The
total Joule heating might experience mixed stages of enhancement during sub-
storm cycles. The total Joule Heating is integrated over the entire ionosphere.
Wiltberger et al. [2000] showed that for some substorm events, there are strong
flow channels formed locally and about twenty minutes later, a global tail recon-
nection occurrs. While the pseudo-AL index can not discern between these two

kinds of signatures in the ionosphere, the total Joule heating shows two phases.
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5.5 Analysis of Magnetospheric Responses

5.5.1 Signature of Dipolarization

In this section, we search for the signature of dipolarization inside the magneto-
sphere during magnetospheric substorm. Following similar analysis described in
section 5.3.1-4 by replacing the output parameter pseudo-AL index with local
magnetic field B,, we construct the approximated 2D color surfaces in Figure
5.13 (a) and (b). Figure 5.13a is obtained from the coupled vB,—B, at (x=-10
R., y=0 R, and z= 1 R,) system and Figure 5.13b is obtained from the coupled
vBs—B, at (x=-15 R,, y=0 R, and z= 1 R,) system.

During a substorm event, the stretched magnetic field lines move back to-
wards the Earth side. This dipolarization is marked by the increase of the local
magnetic field B,. Figure 5.13b clearly shows the phase transition pattern re-
vealed with the increase of the magnetic field B, at x=-15 R.. However, Figure
5.13a shows no clear transition pattern. The signature of dipolarization dur-
ing substorm is stronger in the region of x=-15 R, than in the region of x=-10
R.. Actually, the tail field around x= -15 R, changes from a highly compressed
(nearly anti-parallel) configuration during dipolarization. While in the region
closer to the Earth (around x=-10 R.), the field configuration doesn’t change

dramatically.
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Figure 5.13: The 2D surface approximation of the manifold representing mag-
netospheric dynamics on the basis plane (P3,P;). The principle component P, is
color-coded. The circular flows given by dP;/dt and dP,/dt are represented by
arrows. The map is obtained from (a) the coupled vB,—B, at (x=-10 R,, y=0
R. and z= 1 R,) system; (b) the coupled vBs,—B, at (x=-15 R,, y=0 R, and z=
1 R.) system.

5.5.2 Intensification of Field Aligned Current

In this section, we search for the signature of intensification of the field aligned
current inside the magnetosphere during magnetospheric substorm. Again, fol-
lowing analysis similar to section 5.3.1-4 by replacing the output parameter
pseudo-AL index with the local field aligned current (FAC), we construct the
approximated 2D color surfaces in Figure 5.14 (a) and (b). Figure 5.14a is ob-
tained from the coupled vB,~FAC at (x=-10 R., y=0 R, and z= 1 R,) system
and Figure 5.14b is obtained from the coupled vB,—FAC at (x=-20 R., y=0 R,

and z= 1 R,) system.
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Figure 5.14: The 2D surface approximation of the manifold representing mag-
netospheric dynamics on the basis plane (P3,P;). The principle component P,
is color-coded. The circular flows given by dP;/dt and dP,/dt are represented
by arrows. The map is obtained from (a) the coupled vB,—field aligned current
at (x=-10 R., y=0 R, and z= 1 R,) system; (b) the coupled vB;—field aligned
current at (x=-20 R,, y=0 R, and z= 1 R,) system.
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Figure 5.15: Similar to Figure 5.14 (a) and (b). the map is constructed from the
coupled v B,—Maximum FAC system. Maximum field aligned current is obtained
at the inner boundary of the magnetosphere model.
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Since we are only interested in the intensification of the field aligned current,
we use here the absolute value of the field aligned current to construct map. We
can see that the maps are complicated for both x=-10 R and x=-15 Rg and
there is no clear two phase behavior. The map constructed at x=-10 R, shows
some more activities during substorm cycle. But, when we study Figure 15, the
scenario is different. Figure 15 is constructed from the coupled vB,-Maximum
FAC system. Maximum field aligned current is obtained at the inner boundary
of the magnetosphere model. We can clearly see the phase transition pattern.
This is consistent with the analysis of pseudo-AL index, since pseudo-AL index

is mainly driven by the field aligned current.

5.6 Conclusions

In this chapter, we use techniques of singular spectrum analysis (SSA) to analyze
the coupled input-output system derived from the global MHD simulations and
compare the results to those from the analysis of the observations by Sitnov et
al. [2000, 2001]. We also use similar techniques to analyze other ionospheric and
magnetospheric response.

1. The analysis of the coupled vB,—pseudo-AL index system derived from
the global MHD simulations shows the first-order phase transition map, which
is consistent with the similar map obtained for the v B,—observed-AL index sys-

tem from Sitnov et al. [2000, 2001]. The reconstructed surface resembles the
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so-called temperature-pressure-density (TPD) diagram for the equilibrium first
order phase transitions (e.g., [Stanley, 1971]). Although, the comparison be-
tween observation and individual global MHD simulation may vary, the overall
global transition pattern during the substorm cycle revealed by SSA is consis-
tent between simulations and observations. The procedure of phase transition
analysis using SSA has revealed the qualitative features of global configuration
change both in the real system and in the global MHD simulations.

2. The bifurcation/catastrophe picture is associated with first-order dynami-
cal phase transitions, while the deviations from the ideal catastrophe picture may
be explained by second-order phase transitions near the critical point. The cou-
pled vB,—pseudo-AL index system derived from global MHD simulations shows
multi-scale behavior (scale-invariant power-law dependence) in singular power
spectrum. The pseudo-AL index is much cleaner than the observed-AL index in
the sense that its singular spectrum assumes more steep slope (in log-log plot).

The global MHD simulation data reveal the curved envelope relation between
P, and max(-dP,/dt), as in the real system. P, and P, are closely related to the
input and output parameter, respectively. The envelope of max(-dP,/dt) scales
as P, with two exponents. With the increase of the input vB,, the maximum
changing rate of (-P,) doesn’t increase as fast as in the case derived from ob-
servations. Our explanation is that in the global MHD model, which has only

an electro-static model of the ionosphere and doesn’t have ring current in the
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magnetosphere, the ionospheric activity can be underestimated with excessive
input. In any case, the curved envelope relation between P; and max(-dP,/dt) is
the essential feature which distinguish the second order phase transition model
from the SOC model.

3. The analysis of other ionospheric responses during substorm show that the
cross polar potential experiences similar phase transition pattern revealed by the
coupled vB,—pseudo-AL index system, while the total Joule Heating experiences
mixed stages of enhancement during substorm cycles. The explanation may be
that for some substorm events, there are strong flow channel formed locally close
to the Earth and about twenty minutes later, a global tail reconnection occurs.

4. The analysis of the signature of dipolarization (increase of local B, field)
indicates that the clear phase transition exist in the region x=-15 R.. While the
analysis of the signature of the intensification of field aligned current shows that
the clear phase transition pattern during substorm cycle exists for the maximum
FAC at the inner boundary of magnetospheric model. The map is complicated
for FAC intensification measured locally and there is no clear transition between
two phases.

In summary, the global MHD simulation results show both global coherent
and multi-scale behavior, which have been observed in the real system. This
affirms that the global MHD model is an invaluable tool in studying magneto-

spheric science and predicting space weather.
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Part IV

Magnetosphere-Ionosphere

Coupling
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Chapter 6

Modeling Magnetometer and Riometer
Observations from Global MHD

Simulations

6.1 Overview

The magnetospheric response to solar wind is often measured in the ionosphere,
using networks of magnetometers, riometers, and radars. An extensive database
on substorm activities is obtained from ground-based measurements. Modeling
magnetosphere-ionosphere coupling and comparison with ionospheric observa-
tions plays an important role in understanding how the solar wind drives the
magnetosphere and the ionosphere to produce phenomena observed by means of
ground measurements.

As introduced in Chapter 2, the global MHD model, which uses the solar
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wind data to drive the evolution of the magnetosphere, provides a link between
the solar wind and the ionosphere. In the global MHD model, the main LFM
code is complemented with extensive output modules that allow comparison with
measurements. Figure 7.1 shows the structure of the complete model including

subsidiary codes and diagnostic output. An important test of the models is how
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Figure 6.1: LFM model including subsidiary codes and diagnostic output

well they reproduce the ionospheric measurements. In this chapter, we present
the models for simulating the observations of riometer and magnetometer from
output of the global MHD simulations. The model results are compared with
riometer and magnetometer network data for the January 10, 1997 event.

The development of the models for simulating riometer and magnetometer
data and comparison with the actual observations guided us to validate and

improve our model and achieve better understanding of the magnetosphere-
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ionosphere coupling. Riometers measure the changes in the absorption of very
high frequency (VHF) radio signals of galactic origin passing through the iono-
sphere [Rosenberger et al., 1991]. As we will show in section 6.4.2, the preliminary
model results of the code was inconsistent with riometer data. This leads us to
identify the causes of the discrepancy and improve the appropriate part of the
model. We find that turbulent heating due to electrojet instabilities is important
in calculating the ionospheric absorption. In view of this, we develop a model
that describes the temporally and spatially averaged electron temperature, based
on non-linear physics considerations and comparison with available radar obser-
vations of the electron heating. The model improved agreement greatly with the
riometer observations. In current model, no feedbacks are provided to the global
MHD dynamical model.

Magnetometers monitor the perturbations in the ground magnetic field pro-
duced by the ionospheric currents and the induced ground current. For the
simulation of magnetometer data, we have developed a model using the com-
puted ionospheric current density distribution and the height dependence of the
electrojet (determined by the energy of precipitating electrons), to calculate the
perturbed magnetic field by implementing Biot-Savart’s law. This model in-
cluding height dependence of the current layer on precipitating electron energy
reduces by 10 percent the error compared to the model with fixed current sheet

height.
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6.2 Physics of Signatures

6.2.1 Riometer Observations

Since its development in the 1950s, the riometer [Little and Leinbach, 1958,
1959] has been used primarily to measure the changes in the absorption of cos-
mic radio noise within the ionization region of the polar atmosphere. During
magnetospheric substorms, the density and energy of the precipitating electrons
entering the ionosphere are enhanced. These fast precipitating electrons collide
with and ionize neutrals. An ionization layer is formed about 110 km above the
ground and the electron density within it is enhanced during substorms. The
exact altitude of the ionization layer depends on the precipitating electron en-
ergy. The enhanced electron density within the ionization region of the polar
atmosphere leads to increased attenuation of very high frequency (VHF) radio
signals of galactic origin [Rosenberg et al., 1991]. The radio signals used by ri-
ometers are typically in the 20-50 MHz range. The absorption of cosmic radio
noise in the ionosphere depends on the height integrated electron density and
temperature in the lower ionosphere and provides a measure of the ionospheric
conductivity. A strong increase in auroral absorption during a substorm is of-
ten associated with the intensification of the auroral electrojet [Hudson et al.,
1999]. Therefore, riometer observations are a good indicator of substorm activ-

ity. Absorption data used in this chapter were measured by an array of imaging
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riometers in polar region developed at the University of Maryland [Detrick and

Rosenberg, 1990]. The VHF signal is of frequency 38 MHz.

6.2.2 Magnetometer Observation

Magnetometers monitor the perturbations in the ground magnetic field which
is produced by the ionospheric current and the corresponding induced imaging
ground current. During magnetospheric substorms, the ionospheric current is
affected in two ways to accommodate the enhanced energy input from the solar
wind via increased dissipation [Kamide and Baumjoham, 1993]. One is through
the increase of the Hall current flow in the covection auroral electrojets, which
is directly related to the energy input from the solar wind along with the driven
process. Additionally, sporadic unloading of energy previously stored in the
magnetotail leads to the formation of a substorm current wedge with strongly
enhanced westward current flow in the midnight sector. Therefore, a chain of
ground magnetometers is very useful to record the ionospheric response to the

substorm activities.
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6.3 Introduction to Computational Models

6.3.1 Modeling Riometer Observations

The detailed computational model for simulating riometer observations is devel-
oped in Appendix A. Here, we briefly outline the relevant parts. In the model,
we consider the ionospheric absorption of VHF signals caused by a thin plasma
layer, produced by ionization due to precipitating electrons. The uniform iono-
spheric layer is with thickness Az, electron density n., neutral density N,, and
electron temperature 7,. The modeled VHF absorption in dB is given by Eq.

(A.3). We repeat here for reference.
A=8.7x10"Bn.(cm ®)N,(em 3)Az(km) f(MHz)"*(T./300K)%%.  (6.1)

The output of the LFM model provides the key local quantities: the characteris-
tic energy € and the flux ® of the precipitating electrons along with the electric
field E. In order to compare the riometer observations with the LFM output,
we need to connect the values of n., N, and T, with ¢, ® and E. Using the char-
acteristic energy ¢ and flux @ of precipitating electrons from the LFM model,
we obtain the energy deposition height, the neutral density at this altitude, and
total energy flux released by the precipitating electrons. Next, we compute the
electron density inside the ionized layer along with the electron-neutral collision

frequency for cold electrons. The resulting absorption is given by Eq. (A.11)
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and is reproduced here,

iiJ T.
A(dB) = 8 5225 -2 (2 \1/2(_"e y4/3 9
(dB) =8 OEkey MHz((I)O) (300K) (6.2)

In the preliminary model, we use constant electron temperature 7, = 350 K.
As we can see in section 6.4.2, for the January 10, 1997 event, the results of the
model were totally inconsistent with riometer data. This led to further research
to identify the causes of the discrepancy and improve the appropriate part of
the model. In examining the times of the discrepancies we realized that they
coincided with the times that the electrojet were very large. This led us to hy-
pothesize that instabilities connected with the electrojet might result in turbulent
electron heating. The non-linear theory of the modified two-stream instability,
also known as the Farley-Buneman instability, was developed by [Ossakow et
al., 1975. Later on, Schlegel and St-Maurice [1981] using radar observations con-
firmed that the electron temperature rises significantly (up to 2000-3000 K) in
the polar electrojet during substorms. In view of this, using the electric fields E
in the ionosphere obtained from the LFM model, we develop a model (presented
in Appendix A.2) that describes the temporally and spatially averaged electron
temperature, based on non-linear physics considerations and comparison with
available radar observations of the electron heating. The resulting average elec-
tron temperature is calculated using Eq. (A.14). The equation is reproduced
here for reference.

< Te > 1.5T0(E0/Eth0), (63)
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where T the electron temperature approximately equal to the temperature of
neutral particles in the cold (unperturbed) ionosphere, Ec is the convection
electric field and E;;p=20 mV/m. The model gives good agreement with the

riometer observations.

6.3.2 Modeling Magnetometer Observations

The detailed computational model for simulating magnetometer observations
is developed in Appendix B. Here, we briefly outline the relevant parts. In
the Lyon-Fedder-Mobbary Global MHD model [Fedder et al., 1995b], at the
inner boundary located at 2 — 3Rg from the earth, the parallel current density
J)| is computed at each time step. This parallel current is mapped into the
ionosphere along unperturbed dipole magnetic field lines. The height-integrated
current continuity equation yields the perpendicular current density (both Hall
and Pedersen) in the ionosphere. Kisabeth and Rostoker [1977] had shown how
three-dimensional ionospheric current systems associated with magnetospheric
substorms can be used to quantitatively evaluate the magnetic field perturbation
at any location on the ground by applying Biot-Savart’s law. Following a similar
approach, we model the perturbations of magnetic field produced at various
locations by the 2D ionospheric current system. One important novel feature of
our model is to evaluate the instantaneous height of the 2D current system by

using the energy of the precipitating electrons to calculate the penetration depth
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and hence the position of the auroral electrojet. To account for the contribution
of the current induced in the ground, the calculated magnetic field is enhanced
by a factor of two. To compare with the observations, the magnetic field is
represented in the local coordinate system (H, D, Z), where H is the component
that points towards the north magnetic pole, D points eastward and Z points
down towards the center of the Earth. We hasten to add that the individual
components will be strongly influenced by the local conductivity of the ground
which can rotate the polarization of the magnetic field. Thus we have focused

on comparing the magnitude of the horizontal component (v/H? + D?), total

field (v H2 + D? + Z2) and Z component with ground-based magnetometer data.
Both the model including height dependence of the current layer on precipitating
electron energy and the model with fixed current sheet height are applied to the

January 10, 1997 event.

6.4 Simulation Results with the January 10,

1997 Magnetospheric Storm Event

6.4.1 January 10, 1997 Magnetospheric Storm Event

On January 10, 1997, a magnetic cloud produced a major geomagnetic storm.

This storm was the first solar terrestrial disturbance whose temporal develop-
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ment was followed from its solar source and its subsequent effects on the magne-
tosphere and ionosphere using the entire suite of resources of the International
Solar Terrestrial Physics (ISTP) program. The SOHO LASCO experiment ob-
served the CME expanding from the solar surface apparently toward the Earth
on January 6. Early on January 10, WIND first observed the (CME associated)
magnetic cloud, which produced a complex magnetic storm lasting 22 hours.
This storm may have been responsible for the failure of the AT&T Telstar 401
satellite.

Using the LFM global MHD simulations, the group at Maryland (Goodrich,
Wiltberger, Lopez and Papadopoulos) in collaboration with J. Lyon from Dart-
mouth College, simulated the January 10-11, 1997 storm event. The simulation
was initialized using upstream WIND satellite data. Forty-eight hours of real
time development of the geomagnetic activity in the magnetosphere and iono-
sphere were simulated. The results of the 3D MHD simulation of this event
and its consequence on the magnetosphere and ionosphere have been presented
in Goodrich et al. [1998a, 1998b]; Papadopoulos et al. [1999] and Lopez et
al. [1999]. The simulation results agreed well with ground-based and geosyn-
chronous satellite observations. They showed that during the period of south-
ward IMF, the ionospheric activity was strongly correlated with the solar wind
density variation. It was concluded that both the solar wind magnetic field and

ram pressure are important in determining the structure of the magnetosphere
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and the activity in the ionosphere during the Jan. 10-11, 1997 magnetic storm.

WIND Satellite Observations
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Figure 6.2: Solar wind condition as observed by the WIND satellite on Jan. 10,
1997.

The time period we investigated for modeling riometer and magnetometer
observations was from 6:00 UT to 13:00 UT on January 10, 1997. During this
interval, the interplanetery magnetic field in the solar wind was mainly south-
ward and quite steady. The ionospheric activity was strongly correlated with the

solar wind density variation. Figure 6.2 shows the solar wind condition observed
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by the WIND satellite. All the vector components are in GSM coordinates. V
and Vj, are not plotted because they are in the range of -50 km/sec to 50 km /sec.
The solar wind velocity is quite steady for the time interval of interest. The solar
wind experienced density increases between 6:30 UT and 8:30 UT. There was
another large solar wind density pulse around 10:30 UT. Due to the time de-
lay for the solar wind to arrive at the magnetopause from the WIND satellite,
and subsequent propagation into the magnetosphere, the two major perturba-
tions observed in the ionosphere triggered by the density pulses occurred in the
interval between 7:00 UT and 9:00 UT and around 11:00 UT.

Riometer observations used in comparison are at three high latitude stations:
Sondrestrom, Iqaluit and Gakona. Whereas, magnetometer observations used in
comparison are at four ground stations: Sondrestrom, Iqaluit, Rankin Inlet and
Gakona. The geographic and magnetic coordinates for the four stations used in

our comparison are listed in table 6.1.

Geographic Coordinates | Magnetic Coordinates

Lat Lon Lat Lon

Sondrestrom(Greenland) | N67.02 E309.28 N73.35 E41.48

Rankin Inlet (Canada) | N62.82 E267.89 N70.37 E338.92

Iqaluit (Canada) N63.75 E291.57 N72.09 E14.53

Gakona (Alaska) N62.41 E214.88 N63.12 E267.25

Table 6.1: Magnetometer Site Coordinates
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Figure 6.3: Northern polar cap electric potential contours for four time instants
from the simulation. The colored ball denotes the location of the four ground
stations. The time for each panel is labeled at the top part of the panel. The
lower left corner labels the meaning of each colored ball. The adjacent contour
is 25 kV apart.

Figure 6.3 shows the northern polar cap potential contour plots obtained from
the simulation. The interval between two adjacent potential contours is 25 kV.
Since the interplanetary magnetic field is southward, the ionospheric potential
contour plots show the characteristic two cells pattern. Four snap shots are

picked to present the typical behavior of the ionosphere. The four colored balls
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on each panel represents the four ground stations. The color labels at the lower
left corner in each panel identifies each ball with one of the four stations. They
are Iqualuit (green), Sondrestrom (yellow), Rankin Inlet (white) and Gakona
(pink).

As shown in Figure 6.3, at 6:05 UT, due to the long period of southward
IMF, the two-cell pattern in the ionospheric is fully developed. The cross polar
cap electric potential (Maximum-Minimum) is about 270 kV. AT 8:04 UT, the
perturbation due to the increase of solar wind density arrives in the ionosphere.
The magnitude of electric potential is enhanced significantly. The cross polar
cap potential reaches about 400 kV. The enhancement of ionospheric electric
potential lasts until 9:30 UT. At 9:56 UT, the ionosphere electric potential re-
covers from the perturbation. During this time period, the solar wind conditions
are roughly steady for about one hour. The large density pulse at about 10:30
UT observed by WIND satellite has its effects in ionosphere at about 11:00 UT.
The panel for 11:02 UT shows the corresponding enhancement of ionospheric
potential. For the four magnetometer sites, Gakona is at low SM latitude and
remains mainly on the night side sampling the overhead current associated with
the negative potential cell and subsequently the positive cell. Also during the
entire period, this station is at the boundary of the auroral oval. On the other
hand Sondrestrom, Iqaluit and Rankin Inlet sample the current mainly for the

positive potential cell.
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6.4.2 Comparison with Riometer Observations
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Figure 6.4: Temporal evolution of the VHF absorption for f = 38.2 MHz ob-
served during January 10 event at the three locations of interest (solid traces)
along with computations made by keeping the electron temperature constant,
Te=350 K, (dashed traces).

Figure 6.4 shows the VHF absorption measured by the riometers at the three lo-
cations (Sondrestrom, Iqaluit and Gakona) during January 10 1997 (solid trace)
along with the model results computed by neglecting the anomalous electron
heating and assuming constant electron temperature 7,= 350 K (dashed trace).
The two intervals of increases in the VHF absorption are caused by the solar

wind density pulses. As we can see, the results of the model were totally incon-

sistent with riometer data. The discrepancies coincided with the times that the
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electrojet current was very large. This led us to hypothesize that instabilities
connected with the electrojet might result in turbulent electron heating.

In order to validate the model we developed in Appendix A.2 for calculating
bulk electron temperature due to turbulent heating using the ionospheric electric
field, we compare our results with recent observations by Schlegel and Collis
[1999], made with the EISCAT facility during the storm of January 10, 1997.
The values of T, and E¢ (convection electric field) presented in the paper were

both measured over the EISCAT area.
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Figure 6.5: Temporal evolution of the modeled electron temperature (dashed
line) computed with Eq. (6.3) using the EISCAT measurements for the convec-
tive electric field E¢ for the January 10, 1997 substorms along with the electron
temperature directly measured by EISCAT (solid line).

Figure 6.5 shows the temporal evolution of the modeled electron temperature
< T, > (dashed curve), computed with Eq. (6.3) using the EISCAT measure-

ments for the convective electric field Eqc. This model result is plotted against
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the electron temperature directly measured by EISCAT (solid curve). We see
that the linear dependence of < T, > upon E¢ agrees reasonably with the ob-
servational data, except for the time around 13:00 UT and 14:30 UT when the
strong heating cannot be described by the linear approximation applied. The
radar observations [Schlegel and St-Maurice, 1981; Jones et al., 1991] reveal that
the electron temperature can be described by Eq. (6.3) with the numerical co-
efficient ranging between 0.9 and 2.3 for the altitudes 100-120 km. It increases
with the altitude as the collisional losses reduce. In this thesis, we will use the

simple approximation of Eq. (6.3) for the following estimates of the electron

temperature.
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Figure 6.6: Temporal evolution of the electric field and averaged electron tem-
perature computed for Jan. 10 event at Iquluit location.
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Figure 6.6 shows an example of the temporal evolution of the electric field

computed by the LFM model at Iqaluit during the substorms on Jan. 10, 1997

along with the values of the electron temperature computed by Eq. (6.3).

Figure 6.7:
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Temporal evolution of the VHF absorption for f = 38.2 MHz ob-

served during January 10 event at the three locations of interest (solid traces)
along with computations made by considering anomalous heating (dotted traces).

Figure 6.7 shows the measured VHF absorption (solid trace) along with the

model results taking into account the anomalous electron heating (dotted trace).

When anomalous heating is taken into consideration the agreement between the

computed VHF absorption and observations improves considerably.

There are many features of the model that are responsible for the limited

agreement of its results with the observations and some of these are as follows.
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Many of the observed details of the observations, such as at Gakona at 09:15—
10:30 UT could be produced by a local arc, which cannot be obtained by the
MHD model with 400 km spatial resolution. In the LFM model the energy of
precipitating electrons does not exceed 20 keV, which corresponds to the pen-
etration altitude in excess of 95 km. Thus the model neglects the changes in
absorption which occur in the ionosphere below 95 km. This may lead to an
underestimate of the total absorption, as is seen in the top two panels of Figure
3 corresponding to the higher latitude stations. During the long period of strong
southward IMF, which is the case for the time interval of interest on January 10,
realistic ring current model which is absent in global MHD model becomes im-
portant. The absence of ring current model also accounts for the underestimate
of the total absorption. Also some mismatch in the timing between the model
and observations are apparent, especially for the low latitude Gakona case. The
spatial resolution of 400 x 400 km in the model is equivalent to a temporal res-
olution of 15 min due to the rotation of the Earth, and thus a mismatch of this
magnitude is inherent in the model. While the agreement between the model
results and observations are not high enough to be usefully quantified in terms of
correlation coefficients, it brings out new features such as the role of anomalous

electron heating.
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6.4.3 Comparison with Magnetometer Observations

In present study we have focused on comparing the time history of the per-
turbed horizontal, total and Z component of the magnetic field computed using
our model, to the data from magnetometers at four high latitude stations: Son-
drestrom, Iqaluit, Rankin Inlet and Gakona.
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Figure 6.8: Time history of precipitating electron energy as simulated right
above the four stations. The horizontal axis is UT (Hour since Jan. 10th, 1997).

Applying the model developed in Appendix B, we calculate the magnetic
field perturbations at the four magnetometer sites. Figure 6.8 shows the energy

of precipitating electron as simulated from the global MHD model at sites right
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above the four locations we are interested. The precipitating electron energy is
less than 20 keV. The time interval when the increase in precipitating electron
energy is observed is well correlated to the period when the solar wind density

pulse occurs.  The derived penetration altitude above the four locations is

Sondre Strom

7 8 9 10 11 12 13

lgal uit

Zp <km>

Zp <km>
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Figure 6.9: Time history of penetration altitude as simulated right above the
four stations. The horizontal axis is UT (Hour since Jan. 10th, 1997).
presented in Figure 6.9. During the quiet time, the penetration altitude is around
130 km and for the active time interval, the penetration altitude is around 100
km.

Figures 6.10-6.13 show the comparisons of the magnitude of the horizontal

component (v H? + D?), total (v/H2+ D? + Z2) and Z component perturbed
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Figure 6.10: Comparison of the horizontal, total and Z component perturbed
magnetic field between simulations and observations for Sondre Strom. The
black curve is from observation; the red dotted curve is from simulation with
current sheet height-dependent model and the blue dotted curve is from simula-
tion with fixed height model.

magnetic field all in nT between observations and simulations for different lo-
cations. In each of these figures we show the time history of the magnetometer
data (black), the numerically computed data without the time-varying height-
dependence of the electrojet current (blue dotted line) and the numerically com-
puted data with the height-dependence included (red dotted line). The original
simulated results for Gakona lagged behind the observations for about 15 min-
utes. We searched inside the 400kmx400km grid cell and Figure 6.13 presents
the closest match.

The overall magnitude of computed magnetic fields is in reasonable agree-
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Figure 6.11: Similar comparison as in Figure 7.6 for Iquluit.

ment with magnetometer data for both horizontal and total perturbed magnetic
field. For Sondrestrom, Iqualuit and Rankin Inlet, the comparisons show good
agreement with observations for both horizontal and total perturbed magnetic
field. The magnetic field perturbations due to the two solar wind density pulses
which occurred between 7:00 UT and 9:00 UT and around 11:00 UT are cap-
tured at these three sites and agree well with observations. But the calculated
magnitude is smaller for these perturbations, especially around 11:00 UT. We
speculate that, due to the lack of realistic ring-current model in global MHD
code, the region 2 current is not well developed in the model. Thus, the mod-

eled ground magnetic field perturbations isn’t large. In other words, the direct
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Figure 6.12: Similar comparison as in Figure 7.6 for Rankin Inklet.

effects of the density pulse in the solar wind on the magnetosphere is the en-
hancement of the day side reconnection, the compression of the magnetosphere
and the subsequent enhancement of the tail lobe reconnection. All of these ef-
fects contribute to enhance the field aligned current which feeds into ionosphere.
This is simulated by the global MHD model. The region 2 current is expected
to be enhanced and be closed with ring current in the magnetosphere. But, in
global MHD model, the ring-current is not included and region 2 current isn’t
fully developed. Therefore, the modeled total ionospheric current isn’t large
enough to produce the observed magnitude of the perturbations.

For the Z component, the model can only capture the average trend of vari-
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Figure 6.13: Similar comparison as in Figure 7.6 for Gakona.

ation for Sondrestrom, Iqualuit and Rankin Inlet. The simulated Z component
misses the variations shown in the observation for the time interval from 7:00 UT
to 9:00 UT. It captures some signatures of the variation that occurred around

11:00 UT. The comparison for Z component magnetic field doesn’t seem to be as

good as that for v/ H2 + D? and v H? + D2 + Z2. This is because the calculation
of the Z component of the magnetic field is affected more by the limited reso-
lution of the ionosphere model than the horizontal component of the magnetic
field. In our calculation, the current in the overhead grid cell produces mainly
horizontal magnetic field perturbations. The Z component of the magnetic field

is produced by the ionospheric currents in the grid cells which are further away
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from the ground station. With current resolution of grid size 400km x 400km,
assuming uniform current in the overhead grid smoothes the current and ex-
cludes any localized feature which may contribute to the perturbation of the Z
component of the magnetic field.

There are fine structures of duration 10-15 minutes in the magnetometer data.
These spikes are of large magnitude. Global MHD simulation is unable to capture
these features. We speculate that they could be produced by local auroral arcs,
which are not present in the global MHD ionospheric model. Besides this, some
mismatch in the timing between the model and observations is apparent. The
agreement is poor for Gakona which is located at a low SM latitude (N63.12).
The observed large perturbations occurring around 11:00 UT is totally missed.
It could be produced by local auroral arc. Our calculations show a perturbation
occurring around 11:40 UT. This is the simulated consequence of the second
solar wind density pulse. Gakona is near the lower boundary of the ionospheric
model and the non-uniform grid size is larger compared to that at high latitude
(see Figure B.2). Thus, the reduced resolution and boundary condition leads to
worsening the comparison between the observed and the calculated data.

However in spite of these limitations, the model does reasonably well in pre-
dicting the perturbations of the ground magnetic field.

In order to compare the performances of the model including height depen-

dence of the current layer to the model with a fixed current sheet height, we
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define the root mean square error (R.M.S.E.) as the error measure of our pre-

diction.

. — 2
RM.S.E. = \/ Z(XS"”“-N Xobeer) (6.4)

Here, X is the one of the components of the ground magnetic field perturbations.
N is the data points in the interval from 6:00 UT to 13:00 UT on January 10,
1997. The resulting error ratio between these two models is tabulated in Table

6.2.

Error Ratio for

Ground Station | VH2+ D2 | VH2+ D2+ 22| 7
Sondre Strom 0.88 0.86 0.99
Rankin Inlet 1.02 0.97 0.99

Iqaluit 0.84 0.83 1.00
Gakona 0.94 0.97 1.05

Table 6.2: Root Mean Square Error (R.M.S.E.) ratio between height-dependent
model and fixed-height model for /H? + D2, v/H2 + D? + Z2 and Z components
of the ground magnetic field perturbations.

For Sondre Strom and Iqaluit, the inclusion of the height dependence im-
proves the comparison with the ground data for horizontal and total magnetic
field. The error ratio is reduced by more than 10 percent. For Z component,
including height dependence doesn’t improve the prediction. In our calculation,

the Z component of the ground magnetic field perturbation is produced by the
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grids which are not right above the station and these grids’ distance to the
ground station is less affected by the current sheet height. For Rankin Inlet, we
note that the poor performance of the height-dependent model mainly appears
after 11:30 UT. But neither of the models compares well with observations af-
ter 11:30 UT. If we change the time interval to from 6:00 UT to 11:30 UT and
calculate the error ratio, then the error ratio between height-dependent model
and height-fixed model for Rankin Inlet is 0.98 for v/H2 + D2 component, 0.89
for the total magnetic field and 0.96 for the Z component. The error is reduced
by 10 percent with the height-dependent model for the total magnetic field. For
Gakona, the comparison itself is poor, we don’t expect the height-dependent

model to improve the results.

6.5 Conclusions

The comparison between the simulated and observed riometer data for the Jan-
uary 10, 1997 event shows that anormalous electron heating is important in
calculating ionospheric absorption. Many features of the temporal variations of
computed absorption are consistent with that measured by the riometers. The
magnitude for VHF absorption are comparable between model and observations.
In many instances the model resolution cannot describe the fine structure of the
high frequency radio wave absorption, which could be produced by patchy or

arc-like structures of smaller scale. The absence of ring current in MHD model
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accounts for the underestimate of the magnitude of the riometer data in the
simulation for the January 10, 1997 event.

Currently the MHD model neglects the effect of turbulent electron and colli-
sional ion heating by the ionospheric electric field. However, the inclusion of the
turbulent electron heating leads to a much better agreement of the simulations
with the actual values of integrated absorption at the three riometer locations.
We expect that inclusion of anomalous collision frequency into the ionospheric
conductance could improve the model by providing feedback between the model
ionosphere, serving as a dynamic boundary condition, and the 3-D global mag-
netospheric simulations.

The comparison between the simulated and observed magnetometer data
shows reasonable agreement between observations and simulations. The model
including height dependence of the current layer reduces by 10 percent the er-
ror compared to the model with a fixed current sheet height. Due to the lack
of realistic ring current model, the modeled magnetic field perturbations dur-
ing active storm period are of smaller magnitude than the observations. The
limitations of the global MHD model in calculating ground observed perturbed
magnetic field are also discussed. This model therefore expands the capability
of global MHD simulation to simulate individual ground magnetometer obser-
vation.In the future, the comparison with magnetometer data will help us to

improve the global MHD model and to incorporate a realistic ring current and
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ionospheric conductance model.
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Part V

Summary
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Chapter 7

Summary

Variations in the solar wind plasma density, flow velocity, and, most impor-
tant, the direction of the interplanetray magnetic field cause significant changes
throughout the Earth’s magnetosphere, ionosphere and on the ground [Baker et
al., 1998]. With more satellites launched in space and more comprehensive net-
worked ground-based measurements, understanding and predicting the geospace
environment becomes more and more important and feasible.

With the advent of advanced scientific computing, three-dimensional global
magnetohydrodynamic (MHD) model proved to be a powerful approach for the
study of the magnetosphere-ionosphere system driven by the solar wind. The
objective of this thesis is to use the LFM global MHD model to investigate and
understand the physical properties of the Earth’s magnetosphere, its coupling
with the ionosphere and to further expand the capability of the global MHD

model in actual event simulations. Specifically, this thesis studied three topics
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in magnetospheric physics:
e Steady state Earth’s magnetosphere with northward IMF
e Magnetospheric substorms
e Magnetosphere-ionosphere coupling.

These three topics provide a comprehensive coverage for using global MHD model
to study magnetospheric physics. Through extensive studies of the Earth’s mag-
netosphere, the overall conclusion is that the LFM model is an invaluable tool
in studying magnetospheric sciences and predicting space weather. In the next,

we summarize the conclusions for each topic.

7.1 Steady State Earth’s Magnetosphere with

Northward IMF

The structure and magnetic topology of the magnetosphere under steady north-
ward IMF is one of the fundamental problems in magnetospheric physics. Global
MHD simulations play an important role in this study. There have been longtime
arguments in the community of global MHD modeling about whether the Earth’s
Magnetosphere during steady northward IMF should have a long or short tail
for a standard case (reaching steady state with constant solar wind density= 5

1/cc, Bz= 5 nT and Vg = 400 km/sec). Our present work found a short tail
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configuration (tail length ~ 40 Rg) for the standard case, which is consistent
with the results of Gombosi et al., [1998], Song et al., [1999] and Bargatze et al.
[1999]. In this thesis, we have focused on understanding the physical properties
of the steady state Earth’s magnetosphere. We also discussed about the long
tail configuration obtained by Berchem et al. [1995] and Raeder et al. [1995].
The differences between our present work and the earlier results of Fedder and
Lyon [1995] were clarified by addressing the issue of transients and plasma pre-
conditioning. Furthermore, we studied the three-dimensional configuration of
the steady state and ionospheric polar cap potential pattern. Cusp region re-
connection and ionospheric four-cell convection pattern were clearly seen in our
simulations. We observed the concave shape of the steady state magnetosphere
in our simulation, which has been predicted by the phenomenological analysis of
Song et al. [2000].

To understand the steady magnetosphere with northward IMF and its scaling
with input parameters, we varied the solar wind parameters: (1) the magnitude
of the interplanetary magnetic field By and (2) the magnitude of the solar wind
velocity Vsyw. We demonstrated that the ionospheric conductance is a minor
effect in determining the steady magnetotail size. Only, the transient behavior
is influenced by the conductance. We numerically developed the dependence of
characteristic magnetospheric spatial scale sizes on the strength of the solar wind

and the IMF. Based on conservation of flux and force balance, simple analytical
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models were derived to interpret the parametric dependences of the scaling of
the tail on solar wind conditions and are summarized as following;:

1. The cross-equatorial area Acg o« 1/Bpyp. The cross-tail area Acr mea-
sured near the cusp region at z ~ -10 Rp is also found to decrease with the
increase in Bpyp. In that region, since the field in the tail is dominantly the
dipole field, our simple model indicates that Acr o 1/ BIlﬁ’F

2. In general, with higher solar wind velocity the radius of the tail cross
section is smaller, and the tail length is longer. The cross tail area Agp measured
at z ~ -10 Ry is proportional to Vg 4.

3. The area A, on the nightside for the newly reconnected flux through the
equatorial plane (along the coast of the concave bay) increases with the increase

of Vg and decreases with the increase of Brjsr. Our model based on the balance

between the adding of flux at the dayside and the peeling off of flux on the night

side shows that A,, o ‘g‘:j:’, which is consistent with the simulated dependence.

Furthermore, we studied the structure of the magnetosphere and its depen-
dence on different solar wind conditions. The parametric dependences of 1D cut
of various tail plasma and field quantities along X axis and Z direction at x=-10
Rg, y= 0 Rg were analyzed. The simulations show that during the steady state,
inside the tail, in the region x<-20 R on the equatorial plane, the magnetotail

field B, is comparable to the solar wind magnetic field B, and the tail field B,

is nearly 0. The steady 3D current sheet profiles as modeled from global MHD
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simulations were also presented.

An actual northward IMF event which occurred on Feb. 9, 1995, is simulated
and the results are compared with the Geotail satellite observations. We found
that the time scale for the temporal evolution and magnitude of the various
components of the field from our simulation are in excellent agreement with
those observed by the Geotail satellite. This supports our model of the evolution
of the magnetosphere to steady state during northward IMF. Thus the global
MHD code provides a very reliable comparison of the northward IMF steady
state since the final dynamic equilibrium state depends on general global force

balance.

7.2 Magnetospheric Substorms

Because of their relevance to massive global energy loading and unloading, lots
of observations and studies have been made for magnetic substorm events. In
this thesis, we simulated and analyzed an ideal substorm with the LFM global
MHD model. The ideal substorm is initiated by a sudden northward-southward
IMF turning. This study serves as a pictorial review of the typical behavior of
the Earth’s magnetosphere and ionosphere during substorms as simulated with
the global MHD model. The results showed auroral onset and expansion, AL in-
dex dipping, dipolarization, current sheet disruption, formation of the substorm

current wedge and formation and ejection of plasmoid created by the neutral
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line. There are flow channels penetrating into the inner magnetosphere and con-
necting the mid-tail and inner-tail region, which supports the observations that
auroral activities originate from the inner magnetotail. The simulation captures
the essential features of the substorm.

Then, we studied the statistic features of substorm dynamics using nonlin-
ear dynamical techniques. [Sitnov et al., 2000] propose that the global coherent
and multi-scale aspects of the magnetospheric behavior during substorms can
be reconciled in terms of non-equilibrium phase transition. We investigated
whether the simulated substorms produced in global MHD model have the non-
equilibrium phase transition-like features as revealed by Sitnov et al. [2000]. We
used the LFM global MHD model to simulate 6 intervals of total duration of 240
hours from the same data set used in [Sitnov et al., 2000, 2001]. We analyzed
the input-output (vB,—pseudo-AL index) system as obtained from global MHD
model and compare the results to those in Sitnov et al. [2000, 2001]. The anal-
ysis of the coupled vB;—pseudo-AL index system derived from the global MHD
simulations shows the first-order phase transition map, which is consistent with
the similar map obtained for real system from Sitnov et al. [2000, 2001]. The
overall global transition pattern during the substorm cycle revealed by Singular
Spectrum Analysis (SSA) is consistent between simulations and observations.
The procedure of phase transition analysis using SSA has revealed essentially

the same features of global configuration change both in the real system and in
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the global MHD simulations.

The coupled vBs;—pseudo-AL index system derived from global MHD sim-
ulations shows multi-scale behavior (scale-invarianet power-law dependence) in
singular power spectrum. We found critical exponents of the non-equilibrium
transitions in the magnetosphere, which reflect the multi-scale aspect of the
substorm activity, different from power-law frequency and the scale spectra of
autonomous systems. The exponents relate input and output parameters of the
magnetosphere and distinguish the second order phase transition model from the

self-organized criticality model.

7.3 Magnetosphere-Ionosphere Coupling

We developed models that use the output of the global MHD model to simulate
riometer and magnetometer observations, which we applied to the January 10,
1997 magnetospheric storm event.

Riometers measure the changes in the absorption of very high frequency
(VHF) radio signals of galactic origin passing through the ionosphere [Rosenberg
et al., 1991]. We developed a model to simulate riometer observations using
global MHD simulation output. We found that turbulent heating due to electro-
jet instabilities is important in calculating the ionospheric absorption. In view of
this, we developed a model that describes the temporally and spatially averaged

electron temperature, based on non-linear physics considerations and compari-
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son with available radar observations of the electron heating. The model gives
good agreement with the riometer observations.

Magnetometers monitor the perturbations in the ground magnetic field pro-
duced by the ionospheric current and the induced ground current. For the simu-
lation of magnetometer data, the model uses the computed ionospheric current
density distribution and the height dependence of the electrojet (determined by
the energy of precipitating electrons), to calculate the perturbed magnetic field
by implementing Biot-Savart’s law. The model including height dependence of
the current layer on precipitating electron energy reduces by 10 percent the error
compared to the model with fixed current sheet height. The limitations of the
global MHD model in calculating ground observed perturbed magnetic field were
also discussed.

Modeling ionospheric measurements from global MHD simulation and com-
parison with ionospheric observations plays an important role in understanding

magnetosphere-ionosphere coupling and validating and improving the code.

7.4 Implications to Future Work

The ultimate objective of the space weather program is the development of a
suit of operational models that can reliably predict, as far in advance as possible,
the effect of solar activity on the technological infrastructure. First-principles

magnetospheric modeling such as global MHD model constitutes the most ma-
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ture aspect of the space weather chain. The advanced state of the art in this
area is due to the synergistic theory-observation approach of the International
Space Terrestrial Program (ISTP), in which the consortium led by the space
physics group at the University of Maryland played a central role. Currently,
the global MHD model does not account for plasmasphere, ring current, iono-
spheric neutral winds and coroation electric field. These processes are expected
to have the greatest effect on the inner magnetosphere and will be the focus of
out future work. The actual ring current consists of trapped particles. Some of
the trapping is due to the co-rotation electric field. The bulk, however, is due to
the gradient and curvature drifts of the ring current particles, which are larger
than the convective drift. Development of a realistic ring current module and
its incorporation in the model will enable the LFM model be the workhorse on
the magnetospheric aspects of the space weather project.

Energetic electron fluxes in the outer zone are observed to vary over orders
magnitude, and exhibit changes on a variety of time scales. There is consider-
able evidence that variations in the electron radiation environment of a space-
craft can lead to failure via deep dielectric charging of spacecraft components
[Vampola, 1987; Shea et al., 1992; Wrenn, 1995; Baker et al. 1994b, 1998|.
Geo-synchronous orbit, an important region for communications and weather
satellites, lies at 6.6 Rg and typically well within the outer zone, while the

4.2 Rpg, 55 degree inclination orbits of the GPS constellation of spacecraft like-
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wise carry them through the heart of the outer radiation zone. It is important
to accurately model the radiation environment. At present many static mod-
els for the radiation belts do exist e.g., the NASA AE and AP models (Vette
[1991]), CRRESELE and CRRESPRO (Albert and Ginet, 1998a, 1998b; Meffert
and Gussenhoven, 1994; Brautigam and Bell, 1995, etc.), providing useful infor-
mation regarding the average radiation conditions that might be seen over the
lifetime of a spacecraft. However, they are of limited use in predicting the effects
of the sometimes drastic temporal variations present in a storm-time magneto-
sphere, and do not include contributions from solar energetic particles (except
perhaps in a temporally-averaged sense). MHD simulations of the magneto-
sphere provide sufficient temporal resolution to catch the dynamics of a storm.
But approximations made in obtaining the MHD equations do not allow specifi-
cation of energetic particle populations in the magnetosphere or solar wind. To
derive a picture of the global evolution of the storm-time radiation belts from
global MHD simulations, some work (e.g., Hudson, [1999]; Elkington, [1999)]) has
been done with the test particle method by using global MHD simulations to
provide input fields for the particle simulations. Further work will use two kinds
of codes to model the radiation belt, viz. test particle code and data-driven or
data-assimilation model.

Advances in computational power and numeric techniques will continue to

allow us to improve the resolution and incorporate non-MHD physical processes

217



important in smaller scale. Besides the above mentioned future works regarding
overall modeling, we present the specific future work for each of the three topics

covered in this thesis as following:

e Earth’s Magnetosphere with Northward IMF

In this thesis, we focused on using the global MHD model to study the
Earth’s magnetosphere with steady northward IMF. The steady state is
of short tail. Our next question is that if we perturb this steady state,
how the tail will response. Recently [Huang et al., 2000, 2001] reported
observations of 40-60 minutes quasi-periodic oscillation in ionospheric ve-
locity, ground magnetic field perturbation and magnetospheric magnetic
field observed by GOES-8 satellite for northward IMF. It is of interest to
investigate the role of simple time-dependent (e.g. sinusoidally varying)
solar wind and IMF on the size and dynamics of the magnetosphere with
northward IMF. Driving the global MHD model with sinusoidally varying
solar wind Vg, our preliminary results show that the tail oscillates and the
largest oscillation magnitude is located in the 30-50 minutes period interval.
The magnetosphere behaves like a low frequency filter. It is quite possible
that the magnetospheric-ionospheric perturbations originated from the ex-
citation of standing magneto-sonic wave inside the magnetospheric cavity.
Further investigations and the development of simple analytical model are

needed.
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Earth’s magnetosphere with more complicated time-dependent solar wind
condition during northward IMF is another research topic. This study will
focus on actual event simulations and comparisons with Polar, Interball,
IMAGE and Geotail satellite observations. This will guide us to achieve
better understanding of the cusp region reconnection, the behavior of the

tail field and ionospheric response during northward IMF.

Magnetospheric Substorms

More physics-based and actual event simulations using the global MHD
model are needed to understand the physics and the consequences of ge-
omagnetic storms and substorms. Further case studies need to be con-
ducted to determine the universality of the substorm response time scale,
substorm onset triggers, time sequence of the inner magnetotail and iono-
spheric acticities. To select among existing substorm models or propose

more reasonable model also requires further study.

The phase transition-like behavior of substorm dynamics as revealed by
Sitnov et al. [2000] for the real system and by our study for the global
MHD simulation results, opens a new area in the studies of magneto-
spheric substorms. In the future, we will simulate and study substorms
from other data sets to see how the first order and second order phase

transition behavior changes for substorms of different activity level. Other
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magnetospheric and ionospheric response, such as the total tail magnetic
energy, total energy deposition in the ionosphere, will be derived from the

MHD model and used to study the phase transition-like behavior.

The nonlinear dynamical model uses the solar wind variables such as the
induced electric field V B, as the input and predict the auroral electrojet
indices AL, AE, and AU for substorms and the Dst index for storms. Com-
parison of these predictions with those made with global MHD simulations
using solar wind input and with the actual AL or Dst will guide us to un-
derstand substorm dynamics better and develop data-assimilation model

for reliable space weather prediction.

Magnetosphere-Ionosphere Coupling

Ground photometer observes meridional profile of red line emission at
wavelength 6300 A. The sources of 6300 A emission are [Rees, 1967, Rees
and Jones, 1973, Rees and Luckey, 1974] direct excitation of atomic oxygen
(to the O('D) state) by precipitating energetic electrons. [Samson et al.,
1992] suggested that the location of open-closed field line boundary can be
determined from the the measurements of 6300 A emission as a function
of latitude. The separatrix is assumed to locate at the poleward boundary
of auroral electron precipitation. In the future, we will build a model to

calculate the intensity distribution of 6300 A emissions as a function of
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invariant latitude and UT as observed by a ground station.

Currently the MHD model neglects the effect of turbulent electron and
collisional ion heating by the ionospheric electric field. However, the in-
clusion of the turbulent electron heating led to a much better agreement
of the simulations with the actual values of integrated absorption at the
three riometer locations. We expect that inclusion of anomalous collision
frequency into the ionospheric conductance could improve the model by
providing feedback between the model ionosphere, serving as a dynamic
boundary condition, and the 3-D global magnetospheric simulations. More
actual event simulations and comparisons with magnetometer data and
other ionospheric observations will help us to improve the global MHD
model and incorporate realistic ring current model and ionospheric con-

ductance model.

There is still much to be done.
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Part VI

Appendices
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Appendix A

Computational Model for Simulating

Riometer Observations

The radio signals used by riometers are typically of very high frequency (VHF),
in the 20-50 MHz range. The total column integrated changes in the intensity

of VHF waves due to the ionospheric absorption is given by

_ 1 2
A= 2e@n )’ /wpeuendz (A.1)

where f is the frequency of the VHF wave, w,. is the electron plasma frequency,
and v,, is the electron-neutral collision frequency. Note that the frequency of
the radio waves used in riometers is much greater than both the electron gy-
rofrequency (). and electron-neutral collision frequency ve,, viz. 27f >> €.,
Ven-

In the model below we consider the ionospheric absorption of VHF signals

caused by a thin plasma layer, produced by ionization due to precipitating elec-
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trons. Furthermore, since the ionospheric absorption strongly depends on the
bulk electron temperature, we include anomalous electron heating by strong tur-
bulent electric fields developed at the same time, due to electrojet instabilities
[Ossakow et al., 1975; Stauning, 1984; St-Maurice and Laher, 1985]. Note that
electron heating up to 2000-3000 K at the time of a substorm is often inferred

by radar observations [Schlegel and St-Maurice, 1981; Schlegel and Collis, 1999].

A.1 Modeling Ionospheric Absorption of VHF

Wave

We consider for simplicity absorption by a uniform ionospheric layer with thick-
ness Az, electron density n., neutral density N,, and electron temperature 7.
The apparent absorption measured by a riometer is a logarithm of the ratio of
the galactic noise power level during an absorption event to that during quiet
ionospheric conditions. Applying Eq. (A.1) with the effective electron-neutral

collision frequency v., given by Gurevich [1978],
Ven(s71) = 0.6 x 1078N,,(cm™3)(T./300K)%/¢, (A.2)
we find that the VHF absorption in dB is given by

A=8.7x10"Bn (cm ®)N,(em 3)Az(km) f(MHz)"%(T./300K)%¢.  (A.3)
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It takes into account the dependence of the cross section of electron-neutral
inelastic collisions upon the electron temperature.

The output of the LFM model provides the key local quantities: the char-
acteristic energy ¢ and the flux ® of the precipitating electrons along with the
electric field E. In order to compare the riometer observations with the LFM
output, we need to connect the values of n., N, and T, with ¢, & and E.

We obtain first the penetration altitude of the fast precipitating electrons,
and the neutral density at this altitude. The energy balance of electrons moving

downwards in the ionosphere is given by

% = —0Oion(€)€ionNn(2), (A.4)
where 0., is the ionization cross section, while ¢;,, is the energy spent per
ionization, which is usually taken as 35 eV [Rees, 1989] and N,, is the neutral
density. In the exponential atmosphere, N,, ~ e */L, where L is the density scale

height. Here, we take L=10 km. Eq. (A.4) allows us to obtain the penatration

altitude z,, and the neutral density corresponding to z,

1 € de
N, ~ / _ A5
(ZP) Lgion €ion Tion (8) ( )

The ionization cross section of air by electrons in the energy range ¢ < 20KeV is
described with sufficient accuracy by the following interpolation formula [Gure-
vich et al., 1997]

elem —0.11

ion 2 = o. 1 16
Pion(em”) 2 8.3 X 10 e i
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where € = 110 eV corresponds to the peak of o;q,.
By substituting Eq. (A.6) into Eq. (A.5) and integrating while taking into
account that in the energy range provided by the LFM model, 1 keV< ¢ <20

keV, €/e, > 1, we find that the air density at the penetration altitude (z,) is

4x10%m 3 & 4.
(L/10km) (;) ' (A7)

Nn(zp) =
Using the U. S. Standard Atmosphere (1976) we found the penetration altitude
for different electron energies and compared them with that found by using the
formulas from Rees [1992]. This analysis reveals a consistency between these
models at 1 keV < e < 20 keV with an accuracy of a few percent.
We next estimate the electron density in a thin ionized layer created by the
absorption of fast electrons. Taking into account that the total energy of fast
electrons is absorbed along the scale height L of the pressure gradient, we find

that the energy flux €® of fast electrons produces thermal electrons inside the

column L with the ionization rate

ed
Gion = 7 (A.8)
The electron density balance equation gives
dn.
d—T:f = Gion — an?, (A.9)

where a ~ 2 x 107 7(300K/T,) cm®/s is the electron-ion recombination rate

[Gurevich, 1978]. In a stationary case (d/dt=0) the electron density becomes

ed
Eion Lt

(A.10)

Ne =
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Finally, the absorption of the radio noise having frequency f can be found from
Egs. (A.3), (A.7), (A.10), taking into account that the thickness of the ionized

layer is Az ~ L. ~ 10 km. Thus we obtain

5 @
A(B) = 8.563 Fif. (5 )/

T

WWS' (A.11)

Here ® is given in electron/cm?s, while ®; = 10° cm 257 1. Eq. (A.11) reveals
that the absorption strongly depends upon the temperature of the bulk of elec-
trons which increases during magnetic cloud events, as discussed in the next

section.

A.2 Anomalous Electron Heating

It is known from numerous radar observations that electron temperature rises
significantly in the polar electrojet during substorms [Schlegel and St-Maurice,
1981; Jones et al., 1991; Schlegel and Collis, 1999]. Strong anomalous electron
heating is predominantly caused by turbulent electric fields developing in the
electrojet mostly as a result of the modified two-stream, or Farley-Buneman (F-
B) instability driven by the convection electric field Eq. This mechanism was
first suggested by Ossakow et al. [1972]; Schlegel and St-Maurice [1981]; see
also St-Maurice and Laher [1985] and Jones et al. [1991]. However, the exist-
ing approximate models cannot interpret satisfactorily the available radar data.

Here, we will give a simple and usable recipe for estimates of the temporally-
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and spatially-averaged electron temperature, based on physical reasoning and
comparison with available radar observations of the heating.

To get the electron temperature under quasi-stationary conditions, we equate
the electron Joule heating by the total electric field, jE, to the cooling via inelas-
tic electron-neutral collisions, depVennekp(Te — To), where kg is the Boltzmann’s
constant, Tj is the electron temperature approximately equal to the temperature
of neutral particles in the cold (unperturbed) ionosphere and 0., (7%) is the aver-
age fraction of the electron energy lost in electron-neutral collision. As a result
we obtain for the average temperature increment AT, =T, — Tj,

AT, _ 2m.
TO N miéen

<E|2|>Q§
< E?>u2

< E? >
2 Y
EthO

(1+ ) (A.12)

where FEj; are the components of the total electric field parallel and perpen-
dicular to the geomagnetic field B, respectively (the angular brackets mean
time averaging). The normalization constant Ey,g ~ 20 mV/m represents the
minimum F-B threshold field Ey(T.) = CsB/c (Cs = [kg(T, + T;)/m;]'/?
is the ion acoustic speed) taken for the ‘cold’ (i.e. unperturbed) ionosphere:
Cs = Cso ~ (2kgTy/m;)' /2.

Since the nonlinear theory of the F-B instability is still far from complete,
here we estimate the electric field energy in the nonlinearly saturated turbulent
state based on simple physical reasonings. For the driving field E¢c well above
the threshold value Ej;(T.), it is natural to assume that the energy level of

saturated turbulence is such that the major nonlinear term is of order of the
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largest linear terms in the appropriate equations. This yields for the turbulent
electric field a simple estimate < E? >~< E? >~ E3, corresponding to several
percent of the coupled plasma density perturbations. Strong electron heating is
due to parallel turbulent electric field associated with finite parallel components
of the wave-vectors kj [St-Maurice and Laher, 1985]. For potential F-B waves
we have E/E, = kj/ky ~ 0, where § << 1 is the aspect angle.

We may anticipate that the bulk of saturated turbulence in the f-space is
spread over a broad range around the linear growth rate maximum, at least
up to the boundary of the linearly unstable range, ¥ = ¥ [1 + (0, /Ven)?] ~
Ec/Ewn(Te), where ) = VenVin/(2:8;). The F-B instability is effectively ex-
cited at the altitudes where ¢y, < 1. Taking ¢y ~ 1 as an effective value
of 9 responsible for the main contribution to the Joule heating, we obtain
(0% /Ven)? >~ 1/9p1 > 1 and from Eq. (A.12)

ATe Zme EC 9

~

~ . A.13
To M;0ent L (EthO ) ( )

This is an implicit expression for T, in terms of E¢g since | & Ven(Te). In
the range of interest 800K < T, < 3,000K, to a good accuracy, the temperature
dependence of the electron cooling rate is given by Oen(Te)Ven(Te) x T [Gure-
vich,1978]. Thus for T, ~ AT, > Tp the estimated electron temperature is
roughly proportional to the convection electric field.

To obtain the proper value of T, used in Eq. (A.11), we should average Eq.

(A.13) over the altitude range between 105 and 115 km within the electrojet.
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Assuming the exponential height dependence of the neutral atmosphere with
the typical e-folding scale for these altitudes L. ~ 10 km, neglecting the spatial
dependence of ion composition and Ec, B and Ty within the range of interest,
while adopting the values of d.,, from Gurevich [1978] we obtain from Eq. (A.13)

the average temperature

<Tg >~ 1.5T0(E0/Eth0). (A14)

Note that derivation of Egs. (A.13) and (A.14) required excitation of the F-B
instability well above the threshold. The actual threshold electric field increases
with temperature, Ey,(T,) « Cs « (T. + Tp)/?. Thus a strong anomalous
electron heating caused by nonlinearly developed turbulence might in principle
break this condition. However, as seen from Eq. (A.14), for Fy,(T.) x Cs
(T. +Tp)'/? the ratio E¢/Ey(T.) ~ (Ec/Eum)'/?, so that the required condition

and, hence Eq. (A.14) remain to be valid.
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Appendix B

Computational Model for Simulating

Magnetometer Observations

As we have introduced in Chapter 2, in LFM code, the inner boundary condition
on the MHD solution is determined from the results of an ionospheric simula-
tion. The solution in the ionosphere is done by solving a 2 dimensional height
integrated electrostatic potential equation driven by the field aligned currents

within the magnetosphere,
VJ_.E.V_L(I):?H (B.1)

with & as the ionospheric potential, 3 as the anisotropic conductivity tensor and
7|| as the field aligned current. The field aligned current (7||) are calculated
from the magnetic field data on the inner edge of the MHD model and used in
conjunction with Y to determine the potential ®. The conductivity tensor has

both Petersen and Hall components, whose values contain two parts. The first
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part comes from the steady SUV flux and the second from particle precipitation

in the auroral region. The 2D height integrated ionospheric current density is
JJ_ZEOVJ_(I) (BZ)

The perpendicular current obtained from Eq. (B.2), is specified on a spherical
shell with an angular range from 45 degrees to 90 degrees in latitude (solar-
magnetosphere coordinate) for each hemisphere. To calculate the perturbed
magnetic field produced by the ionospheric current, we implement the generalized
form of Biot-Savart’s law [Kisabeth and Rostoker, 1977]

B(r) = pofr | (7)) d E}?_O;(Z'(gs»d () B3)

Because the ionospheric current in our case is 2D (since 7(?) has been height
integrated over the thickness of the current sheet), the integral is calculated
on the spherical shell d>7 of the current sheet. Here 7§ is the position of the
site in SM coordinates, where the perturbed magnetic field is computed and
7 (¢) denotes the position of the ionospheric current sheet in SM coordinates.
The height of the ionospheric electrojet changes in time and is determined by
the energy of the precipitating electrons. The precipitating energetic electrons
ionize the neutrals and are finally stopped when they lose all their energy in
the ionization process. The more energetic the electrons are, the deeper they

penetrate into the atmosphere. Thus 7 (¢) can be expressed as

Ir(e)l = Re + h(e); (B.-4)
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Here Rg is the radius of the earth and h(e) is the energy-dependent height of
the electrojet current. From the LFM code we get a time history of the energy
of the precipitating electrons at each grid point. Knowing the instantaneous
energy of the precipitating electrons we can calculate the desired height of the
2D electrojet current sheet at each grid point.

As presented in Appendix A.1, we find that the air density at the penetration
altitude (z,) is
_ 4x10%m 3 ¢

Nu(2p) = W(;)Ms- (B.5)
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Figure B.1: The electron penetration altitude vs. electron energy (Computed
from our model).

Using the U. S. Standard Atmosphere (1976), we have computed the pene-

tration altitude z, for different electron energies €. The resulting dependence of
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penetration altitude z, on energy ¢ is plotted in Figure B.1. After penetration

altitude z, is obtained, the energy-dependent height of the electrojet current

h(e) is calculated as h(e) = z,+02/2, where 6z is the thickness of the ionization

layer and can be approximated as dz=L=10 km.

Thus knowing the height dependence and the current density of the electrojet

we can use Eq. (B.3) to compute the magnetic field at any location ﬁ(r_g) in

the SM coordinate system as a function of time. The integral is discretized into

a summation over all the grid points. Figure B.2 shows the grid configuration.

The non-uniform grids from global MHD model have been mapped to the

j-1 ] j+l
il blj
o £y
"‘an> ?j
L s et -
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i — d — . —
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g | 112, j+112
i+]. / i+].,j \

Figure B.2: The grid configuration for the model.

uniform grids in polar coordinate shown in Figure B.2. The adjacent longitudinal
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(j, j£1) and azimuthal (i, i+1) lines are two degrees apart, respectively. The
longitudinal lines (j, j+£1) converge at the northern pole. The points (i+1/2,
j£1/2) and (i+1/2, jF1/2) are at the center of each grid. For grid point (i, j),
its contribution to the integral is calculated within the area formed by the dotted
lines. We assume same current sheet height and uniform horizontal current inside
the area formed by the dotted lines. The integration is evaluated by summing
over all the grid points.

We then calculate the magnetic field in the local observational coordinate
system, (7o, 50, 50) of the desired station as ?(Fo)) = Bi7o + Babo + B3<$0 =
—Zrg— H 9\0 + szo- Here, H is the component that points towards the north
magnetic pole, D points eastward and Z points down towards the center of
the Earth. Finally, to account for the contribution of the current induced in
the ground, the calculated magnetic field is enhanced by a factor of two. We
hasten to add that the individual components will be strongly influenced by the
local conductivity of the ground and that would rotate the polarization of the

magnetic field. Thus, in Chapter 6, we have focused on comparing the magnitude

of the horizontal component (v/HZ + D?), total field (v H2 + D? + Z2) and Z

component with ground-based magnetometer data.
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